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FIG. 8A
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FIG. 10A
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TERMINAL AND METHOD FOR
CONTROLLING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATION

Pursuant to 35 U.S.C. §119(a), this application claims the
benefit of earlier filing date and right of priority to Korean
Application No. 10-2013-0087561, filed on Jul. 24, 2013, the
contents of which is incorporated by reference herein in its
entirety.

BACKGROUND OF THE DISCLOSURE

1. Field of the Disclosure

The present disclosure relates to a terminal that provides a
path to a destination point.

2. Background of the Disclosure

A terminal is broadly categorized by mobility into a mobile
terminal and a stationary terminal. The mobile terminal is
further categorized by portability into a handheld terminal
and a vehicle-mounted terminal.

In response to an increasing demand for diversified func-
tions, the terminal has been realized in the form of a multi-
media player with multiple functions such as shooting a pho-
tographic object as a still image or moving images,
reproducing digital audio and video compression files, play-
ing a game, receiving a broadcast or the like. Furthermore,
structural and software modifications to the mobile terminal
are considered for supporting and improving functions of the
mobile terminal.

Recent terminals have various functions. For example, the
terminals have a function of searching for a user-set destina-
tion and providing a user with a path to the destination point.
In addition, while a user of the terminal is driving a vehicle, a
location ofthe user is detected and path-guiding is provided in
real time to the user.

In order to be provided with such a function, the user has to
input a correct address or the destination point that he/she
wants to reach. In order to input information, stored in a
mobile terminal, as the destination point, the user has to go
through steps of searching once more for stored data and
manually executing the function.

If a large amount of information is included, the user has
the inconvenience of finding out data that is provided or
stored and inputting the correct address.

SUMMARY OF THE DISCLOSURE

Therefore, an aspect of the detailed description is to store
backup data for a mobile terminal more easily and provide the
backup data in a form that is distinguishable to a user.

To achieve these and other advantages and in accordance
with the purpose of this specification, as embodied and
broadly described herein, there is provided a a terminal
including: an information extraction unit that extracts loca-
tion information which is designated as a destination point; a
display unit to which a graphic image for receiving a control
command for displaying a source of the location information,
and the extracted location information are output together;
and a controller that controls the display unit in such a manner
that a guide screen for guiding a path to the destination point
that is selected by a user from among the pieces of location
information.

In the terminal, the graphic image may correspond to an
icon for an application that corresponds to a storage space in
which the location information is stored.
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Inthe terminal, based on a control command that is applied
to the graphic image, the controller may execute the applica-
tion and control the display unit in such a manner that an
execution screen for controlling a function of the application
is output.

In terminal, based on the control command, the controller
may control the display unit in such a manner that the guide
screen is switched to the execution screen.

Inthe terminal, a switch icon for receiving a touch input for
switching to the guide screen may be displayed on the execu-
tion screen to which the guide screen is switched on the
display unit.

The terminal may further include a speaker that outputs
voice information for guiding the path to the selected desti-
nation point, in which the controller may control the speaker
in such a manner that the voice information continues to be
output while the execution screen is output on the display
unit.

In the terminal, based on a touch input that is applied to the
graphic image, at least one piece of location information that
is extracted from a source that is selected by the touch input
may be output together on the display unit.

In the terminal, based on a predetermined reference, the
controller may prioritize the extracted pieces of location
information, and may control the display unit in such a man-
ner that the pieces of location information are output accord-
ing to a result of the prioritization.

In the terminal, the extracted location information may be
configured from at least one among text, an image, a voice,
and a media file.

The terminal may further include a wireless communica-
tion unit that transmits or receives a wireless signal to and
from an external terminal, in which the location information
may be received from the external terminal.

In the terminal, the external terminal may be a mobile
terminal, and the terminal may correspond to an image dis-
play apparatus that is configured to guide the path to the
selected destination point.

In the terminal, if an event is received in the mobile termi-
nal, the control unit may control the wireless communication
unit in such a manner that information on the event is
received, and executes the event.

Intheterminal, the location information may correspond to
information that is included in the event that is received from
outside, or data that is stored by the user.

In the terminal, when the event is received while the guide
screen for guiding the path to the selected destination point,
the controller may control the display unit in such a manner
that in-real-time location information is extracted from the
event and is output on the guide screen.

In the terminal, when the in-real-time location information
is selected by the user, the controller may change the desti-
nation point to the in-real-time location information.

In the terminal, the controller may control the display unit
in such a manner that the in-real-time location information is
displayed on the guide screen.

In the terminal, when the in-real-time location information
is extracted based on the event, the controller may control the
display unit in such a manner that an icon indicating the event
is received is output, and based on a touch input, the controller
may control the display unit in such a manner that the in-real-
time location information is output.

To achieve these and other advantages and in accordance
with the purpose of this specification, as embodied and
broadly described herein, there is provided a method of con-
trolling a terminal, including: extracting at least one piece of
location information from stored data; outputting on a display
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unit a graphic image for displaying at least one piece of
location information and a source of the location information;
designating the location information as the destination point,
based on a touch input that is applied to the location informa-
tion; and outputting a guide screen including a path from a
current location detected to the destination point.

The method may further include executing an application
corresponding to the source, based on a control command that
is applied to the graphic image; and outputting on the display
unit an execution screen for controlling a function of the
application.

The method may further include receiving an event while
the guide screen is output; extracting in-real-time location
information from data corresponding to the received event;
and outputting together on the display unit the in-real-time
location information and the graphic image corresponding to
the source from which the location information is extracted.

According to the present invention, the user can set the
destination point more easily using the location information
that is extracted from the data that is stored in the connected
mobile terminal (that is, the external terminal). Accordingly,
the user does not separately need to input an address of the
destination point or search for a location and can be provided
back with the location information, which have been forgot-
ten.

In addition, returning to a state in which the location infor-
mation takes place by displaying the source from which the
location information is extracted, and the desired destination
point is accordingly easily set and is partially performed on
the source. Thus, the location information that is provided
while guiding the path to the destination point is used in a
more diverse manner.

Further scope of applicability of the present application
will become more apparent from the detailed description
given hereinafter. However, it should be understood that the
detailed description and specific examples, while indicating
preferred embodiments of the disclosure, are given by way of
illustration only, since various changes and modifications
within the spirit and scope of the disclosure will become
apparent to those skilled in the art from the detailed descrip-
tion.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are included to pro-
vide a further understanding of the disclosure and are incor-
porated in and constitute a part of this specification, illustrate
exemplary embodiments and together with the description
serve to explain the principles of the disclosure.

In the drawings:

FIG.1is adiagram illustrating a mobile terminal according
to one embodiment of the present invention and an in-vehicle
image display apparatus that connects to the mobile terminal;

FIG. 2 is a diagram schematically illustrating a state where
the mobile terminal and the in-vehicle image display appara-
tus that are connected to each other interact with each other
according to one embodiment of the present invention;

FIG. 3 is a diagram illustrating a configuration example of
the in-vehicle image display apparatus that connects to the
mobile terminal according to one embodiment of the present
invention;

FIG. 4 is a block diagram illustrating the mobile terminal
according to one embodiment of the present invention;

FIGS.5A and 5B are diagrams, each illustrating a telecom-
munication system in which the mobile terminal according to
the present invention operates;
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FIG. 6A is a perspective diagram illustrating the mobile
terminal according to one embodiment of the present inven-
tion when viewed from front;

FIG. 6B is a perspective diagram illustrating the mobile
terminal in FIG. 6 A when viewed from rear;

FIG. 7 is a flow chart for describing a method of controlling
aterminal according to one embodiment of the present inven-
tion;

FIGS. 8A and 8B are diagrams for describing a method of
controlling the mobile terminal according to one embodiment
of the present invention;

FIGS. 9A and 9B are diagrams for describing a method of
controlling a function of an application on an execution
screen while a path-guiding function is performed;

FIGS. 10A, 10B and 10C are diagrams for describing loca-
tion information that is extracted from various sources;

FIGS. 11A and 11B are diagrams for describing a control
method of outputting some of the multiple extracted pieces of
location information;

FIGS.12A,12B,12C, and 12D are diagrams for describing
a control method of providing the location information that is
extracted in real time according to each embodiment;

FIGS. 13A and 13B are diagrams for describing a control
method of outputting the location information on an event
that is received while the path-guiding function is performed;
and

FIGS. 14A and 14B are diagrams for describing a control
method of setting multiple destination points using the loca-
tion information.

DETAILED DESCRIPTION OF THE
DISCLOSURE

Hereinafter, the present disclosure will be explained in
more detail with reference to the attached drawings. For the
sake of brief description with reference to the drawings, the
same or equivalent components will be provided with the
same reference numbers, and description thereof will not be
repeated. The suffixes “module” and “unit or portion” for
components used in the following description merely pro-
vided only for facilitation of preparing this specification, and
thus they are not granted a specific meaning or function. If it
is regarded that detailed descriptions of the related art are not
within the range of the present invention, the detailed descrip-
tions will be omitted. Furthermore, it should also be under-
stood that embodiments are not limited by any of the details of
the foregoing description, but rather should be construed
broadly within its spirit and scope and it is intended that the
present invention cover modifications and variations of this
invention provided they come within the scope of the
appended claims and their equivalents.

A terminal in the present description may include a mobile
terminal such as a portable phone, a smart phone, a notebook
computer, a digital broadcasting terminal, Personal Digital
Assistants (PDA), Portable Multimedia Player (PMP), a navi-
gation system, a slate PC, a tablet PC and an ultra book.
However, it will be obvious to those skilled in the art that the
present invention may be also applicable to a fixed terminal
such as a digital TV and a desktop computer, except for
specific configurations for mobility.

FIG. 1 is a diagram illustrating a mobile terminal according
to one embodiment of the present invention and an in-vehicle
image display apparatus that connects to the mobile terminal.

A mobile terminal 100 described in the present disclosure
includes a mobile phone, a smart phone, a laptop computer, a
digital broadcast-dedicated terminal, a personal digital assis-
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tant (PDA), a portable multimedia player (PMP), a slate PC,
a tablet PC, an high-end subnotebook such as a Ultrabook
notebook, and the like.

In addition, as illustrated in FIG. 1, according to various
viewing angles for driving that depend on a moving state of
the vehicle, the in-vehicle image display apparatus 2004 that
is described in the present disclosure displays an image that is
transmitted from the connected mobile terminal 100, on a
reflecting mirror (for example, external rear view mirrors
2015 and 201¢ and an rear view mirror 201), a display unit
201e of an navigation apparatus, or a dashboard of the
vehicle. Alternatively, the in-vehicle image display apparatus
200q displays the image, for example, on a front window
201a of the vehicle using a head-up display or a projector. In
addition, the in-vehicle image display apparatus 200q trans-
mits to the connected mobile terminal 100 an image that is
displayed on the reflecting mirror (for example, the external
rear view mirrors 2015 and 201¢, and the internal rear view
mirror 201d), the display unit 201e, the dashboard and/or for
example, the front window 201a of the vehicle.

In this manner, a display unit of the in-vehicle image dis-
play apparatus 200a is provided at a position that is positioned
a distance away from a main body of an image display appa-
ratus 200 and as described below, the display units may be
provided according to the drive viewing angle.

In addition, as illustrated in FIG. 1, in addition to the
in-vehicle display apparatus 200a, the in-vehicle image dis-
play apparatus described in the present disclosure includes a
second image display apparatus 2005 that is provided in a rear
seat of the vehicle in an attachable and detachable manner,
and a third image display apparatus 200c of a mobile terminal
that is carried by a different passenger in the vehicle.

In addition, in this manner, the in-vehicle image display
apparatus 200a, the mobile terminal 100, and the different
image display apparatuses 2005 and 200¢ are connected to
one another through the mobile terminal 100 and thus an
outside-of-vehicle situation (for example, appearance of an
object in a blind spot and so on), an inside-of-vehicle state
information (for example, a brake operation signal), and
information (for example, a path-guiding map) relating to a
driving path or content information (for example, photograph
information and the like) for an entertainment effect are
exchanged among them. This is as if one vehicle system
operates.

The in-vehicle image display apparatuses 200a, 2005, and
200c¢ communicate with the display unit whose vendor is
different from vendors of them, through the mobile terminal
100. In addition, the in-vehicle image display apparatuses
200a, 2005, and 200c¢ may be connected to one mobile ter-
minal and may be connected to the multiple mobile terminals.

On the other hand, the in-vehicle image display appara-
tuses 200a, 2005, and 200¢ may be connected to an informa-
tion provider and the like that provides traffic information and
various items of data (for example, a program, an executable
file, and the like), over a cable or wireless communication
network, such as a Local Area Network (LAN) or a Wide Area
Network (WAN). In addition, the vehicles here include all
possible carriers that are realized using a mechanical or elec-
tronic apparatus to take people or thing from one place to
another, such as a car, a bus, a train, a ship, and an airplane.

The mobile 100 and the in-vehicle image display apparatus
200 that is connected to the mobile terminal 100 are
described, using as an example a vehicle head-up display
(HUD) unit 200¢ including the multiple displays. Referring
back to FIG. 1, the mobile terminal 100 is connected to the
in-vehicle image display apparatus 200 in a cable or wireless
manner. Thus, the mobile terminal 100 receives and image-

5

10

15

20

25

30

35

40

45

50

55

60

65

6

processes a screen that is displayed on the in-vehicle image
display apparatus 200 and then transmits the image-processes
screen to a different image display apparatus or a different
display. In addition, the mobile terminal 100 transmits to the
image display apparatus 200 a result (for example a screen
image or a voice) of executing an application on the mobile
terminal 100 through an interface or information on a vehicle
destination or on a moving path.

At this point, the mobile terminal 100 may be positioned
inside of the vehicle and may be positoned outside of the
vehicle but within a range in which a wireless connection is
possible.

In addition, the in-vehicle image display apparatus 200 is
connected to at least one mobile terminal 100 in a cable or
wireless manner. Thus, the in-vehicle image display appara-
tus 200 receives the information on the vehicle destination or
on the moving path, which is transmitted from the mobile
terminal 100, and output the received information or trans-
mits the received information to the in-vehicle image display
apparatus 200. A state in which in this manner, the mobile
terminal 100 is connected to and thus operates in connection
with the image display apparatus 200 that is positioned in the
vehicle is referred to as a “connected-car state.”

In this manner, the “connected-car state” is entered,
through a predetermined interface, the mobile terminal 100
transmits to the image display apparatus 200 an screen being
displayed on the mobile terminal 100 or a voice, or a screen
that is displayed on the different display apparatus 2005 or
200c. At this time, interface units for transmitting screen
transmission include, for example, wireless communication
supporting units such as a Wireless Fidelity (WiF1i) transmis-
sion and reception unit and a Bluetooth transmission and
reception unit and cable communication supporting units
such as a Universal Serial Bus (USB) terminal.

In addition, the image display apparatus 200 obtains exter-
nal images of scenes that appear in front of the vehicle using
a camera provided in the vehicle, for example, a front camera
277 or a front camera (not illustrated) in an electronic record-
ing apparatus, and transmits the obtained image to the con-
nected mobile terminal 100. Then, the mobile terminal 100
analyzes the captured image and grasps a direction of a driv-
er’s face and/or a direction in which driver’s eyes face.
Accordingly, a change in the driver’s gaze is detected while
driving the vehicle.

In this manner, the mobile terminal 100 performs at least
one function that corresponds to the detected change in the
driver’s gaze. For example, when the driver’s gaze is fixed to
in front of the vehicle and then is fixed to the navigation
apparatus, the mobile terminal 100, as described in detail
below, receives an image in real time that is displayed on the
navigation apparatus to which the driver’s gaze is turned and
performs control in such a manner that the received image is
displayed on a different in-vehicle image display apparatus.

As illustrated in FIG. 2A, according to one embodiment of
the present invention, the connected mobile terminal 100 and
the image display apparatus 200 are included that are con-
nected to each other in the vehicle.

The mobile terminal 100 is connected to the in-vehicle
image display apparatus 200 in a wireless manner and trans-
mits at least, one among the image and the voice, to the image
display apparatus 200.

The image display apparatus 200 is mounted in the vehicle
in a fixed manner, and is connected to the mobile terminal 100
in a wireless manner. Thus, the image display apparatus 200
receives at least one, among the image and the voice, from the
mobile terminal 100. In addition, the image display apparatus
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200 outputs at least one, among the image and the voice that
are received from the mobile terminal 100.

The image display apparatus 200 receives an input from a
user and transmits the received unit to the mobile terminal
100. For example, when the user applies a touch input through
atouch screen that is provided in the image display apparatus
200, a position of a point on the screen image, to which the
touch input is applied, is recognized, and information on the
recognized position is transmitted to the mobile terminal 100.
The mobile terminal 100 determines that a touch event occurs
at the point to which the touch input is applied, and performs
an operation corresponding to the touch event that occurs.
That, the user controls the operation of the mobile terminal
100 using the touch screen, a hard key, or the like that is
provided in the image display apparatus 200.

One application example of the image transmission system
is the case when the user executes a path-guiding application
(alternatively, a dialing application, a phone book applica-
tion, or a moving image reproduction application or the like),
the mobile terminal 100 transmits an execution image of the
path-guiding application to the image display apparatus 200,
and the execution image of the path-guiding application is
displayed in the image display apparatus 200.

The user can view the execution image of the path-guiding
application on a larger screen of the image display apparatus
200 instead of on a small screen of the mobile terminal 100. In
addition, the user can hear a path-guiding voice through a
speaker provided in the vehicle instead of through a speaker
of the mobile terminal 100. In addition, when the user selects
a menu associated with the path-guiding using the touch
screen or the hard key that is provided in the image display
apparatus 200, an operation is performed on the correspond-
ing menu in the mobile terminal 100. Then, the mobile ter-
minal 100 transmits a result of performing the operation on
the corresponding menu to the image display apparatus 200
and output the result.

The mobile terminal 100 and the image display apparatus
200 are connected to each other, based on a short-range com-
munication standard such as a Bluetooth standard, a wireless
Internet standard such as a Wi-Fi standard, and an external-
apparatus interface standard such as a Universal Serial Bus
standard.

In addition, a server application that provides a service at
the request of a client is installed in the mobile terminal 100,
and a client application that can be connected to the service
provided from a server is installed in the image display appa-
ratus 200.

The server application on the mobile terminal 100 captures
a screen on the mobile terminal 100 regardless of a type of
application on the mobile terminal 100 and transmits the
captured image to the client application on the image display
apparatus 200. In addition, from the client application, the
server application controls the operation of the mobile termi-
nal 100, based on information on an event that occurs in the
image display apparatus 200.

For example, the image display apparatus 200 remotely
controls the mobile terminal 100 in a Virtual Network Com-
puting (VNC) method in which a Remote Frame Buffer
(RFB) protocol is used that provides remote access to a
graphic user interface. In the VNC method, while the mobile
terminal 100 transfers a screen update over the network to the
image display apparatus 200, an input event that occurs in the
image display apparatus 200 is transmitted to the mobile
terminal 100.

In addition, the mobile terminal 100, for example, trans-
mits a voice to the image display apparatus 200, a headset, a
hands-free kit or the like, based on an Advanced Audio Dis-
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tribution Profile (A2DP) that defines quality of audio (stereo-
phonic or monophonic) that is streamed from a first apparatus
to a second apparatus through a Bluetooth connection, and
particularly based on a Headset Profile (HSP) for a Bluetooth
headset and on a Hands-free Profile (HFP) for a vehicle
hands-free kit.

On the other hand, the mobile terminal 100 and the image
display apparatus 200 exchanges pieces of additional infor-
mation, based on separate protocols. For example, the image
display apparatus 200 provides the mobile terminal 100 with
vehicle state information, such as moving-vehicle informa-
tion, speed information, and information on an amount of
remaining fuel.

Some applications that are installed in the mobile terminal
100 use the vehicle state information received from the image
display apparatus 200 through the use of separate protocols.
In addition, such applications provide the image display
apparatus 200 with application information, such as a type of
application (for example, a path-guiding application, a mul-
timedia application, a game, or the like), a type of Graphic
User Interface (for example, a map, video, a menu, or the
like), an application state (for example, whether an applica-
tion is executed in the foreground or in the background, or the
like).

FIG. 4 is a block diagram illustrating the mobile terminal
according to one embodiment of the present invention.

As shown in FIG. 4, the mobile terminal 100 includes a
wireless communication unit 110, a user tracking unit 120, a
user input unit130, a sensing unit 140, an output unit 150, a
memory 160, an interface unit 170, a controller 180, and a
power supply unit 190. FIG. 1 shows the mobile terminal100
having various components, but it is understood that imple-
menting all of the illustrated components is not a requirement.
The mobile terminal 100 may be implemented by greater or
fewer components.

Hereinafter, each of the above components will be
explained.

The wireless communication unit 110 typically includes
one or more components allowing radio communication
between the mobile terminal 100 and a wireless communica-
tion system or a network in which the mobile terminal is
located. For example, the wireless communication unit may
include at least one of a broadcast receiving module 111, a
mobile communication module 112, a wireless Internet mod-
ule 113, a short-range communication module 114, and a
location information module 115.

The broadcast receiving module 111 receives broadcast
signals and/or broadcast associated information from an
external broadcast management server (or other network
entity) via a broadcast channel.

The broadcast channel may include a satellite channel and/
or a terrestrial channel. The broadcast management server
may be a server that generates and transmits a broadcast
signal and/or broadcast associated information or a server
that receives a previously generated broadcast signal and/or
broadcast associated information and transmits the same to a
terminal. The broadcast associated information may refer to
information associated with a broadcast channel, a broadcast
program or a broadcast service provider. The broadcast signal
may include a TV broadcast signal, a radio broadcast signal,
a data broadcast signal, and the like. Also, the broadcast
signal may further include a broadcast signal combined with
a TV or radio broadcast signal.

The broadcast associated information may also be pro-
vided via a mobile communication network and, in this case,
the broadcast associated information may be received by the
mobile communication module 112.
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The broadcast signal may exist in various forms. For
example, it may exist in the form of an electronic program
guide (EPG) of digital multimedia broadcasting (DMB),
electronic service guide (ESG) of digital video broadcast-
handheld (DVB-H), and the like.

The broadcast receiving module 111 may be configured to
receive signals broadcast by using various types of broadcast
systems. In particular, the broadcast receiving module 111
may receive a digital broadcast by using a digital broadcast
system such as multimedia broadcasting-terrestrial (DMB-
T), digital multimedia broadcasting-satellite (DMB-S), digi-
tal video broadcast-handheld (DVB-H), the data broadcasting
system known as media forward link only (MediaFLO®),
integrated services digital broadcast-terrestrial (ISDB-T),
etc. The broadcast receiving module 111 may be configured
to be suitable for every broadcast system that provides a
broadcast signal as well as the above-mentioned digital
broadcast systems.

Broadcast signals and/or broadcast-associated information
received via the broadcast receiving module 111 may be
stored in the memory 160.

The mobile communication module 112 transmits and/or
receives radio signals to and/or from at least one of a base
station, an external terminal and a server. Such radio signals
may include a voice call signal, a video call signal or various
types of data according to text and/or multimedia message
transmission and/or reception.

The mobile communication module 112 is configured to
implement a video call mode and a voice call mode. The video
call mode indicates a call performed while a user views
another party, whereas the voice call mode indicates a call
performed while a user does not view another party. For
implementation of the video call mode and the voice call
mode, the mobile communication module 112 is configured
to transceive at least one of voice data and image data.

The wireless Internet module 113 supports wireless Inter-
net access for the mobile communication terminal. This mod-
ule may be internally or externally coupled to the mobile
terminal 100. Here, as the wireless Internet technique, a wire-
less local area network (WLAN), Wi-Fi, wireless broadband
(WiBro), world interoperability for microwave access
(WiMAX), high speed downlink packetaccess (HSDPA), and
the like, may be used.

The short-range communication module 114 is a module
for supporting short range communications. Some examples
of short-range communication technology include Blue-
tooth™, Radio Frequency IDentification (RFID), Infrared
Data Association (IrDA), Ultra-WideBand (UWB), Zig-
Bee™, and the like.

The location information module 115 is a module for
acquiring a location (or position) of the mobile communica-
tion terminal. For example, the location information module
115 may include a GPS (Global Positioning System) module.

Referring to FIG. 4, the user tracking unit 120 is configured
to receive an audio or video signal. The user tracking unit 120
may include a camera 121, a microphone 122, and an image
analysis module 123. The camera 121 processes image data
of'still pictures or video acquired by an image capture device
in a video capturing mode or an image capturing mode. The
processed image frames may be displayed on a display unit
151.

The image frames processed by the camera 121 may be
stored in the memory 160 or transmitted via the wireless
communication unit 110. Two or more cameras 121 may be
provided according to the configuration of the mobile com-
munication terminal.
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The microphone 122 may receive sounds (audible data) via
amicrophone in a phone call mode, a recording mode, a voice
recognition mode, and the like, and can process such sounds
into audio data. The processed audio (voice) data may be
converted for output into a format transmittable to a mobile
communication base station via the mobile communication
module 112 in case of the phone call mode. The microphone
122 may implement various types of noise canceling (or
suppression) algorithms to cancel (or suppress) noise or inter-
ference generated in the course of receiving and transmitting
audio signals.

The user input unit 130 may generate key input data from
commands entered by a user to control various operations of
the mobile communication terminal. The user input unit 130
allows the user to enter various types of information, and may
include a keypad, a dome switch, a touch pad (e.g., a touch
sensitive member that detects changes in resistance, pressure,
capacitance, etc. due to being contacted) a jog wheel, a jog
switch, and the like.

The sensing unit 140 detects a current status (or state) of the
mobile terminal 100 such as an opened or closed state of the
mobile terminal 100, a location of the mobile terminal 100,
the presence or absence of a user’s touch (contact) with the
mobile terminal 100 (e.g., touch inputs), the orientation of the
mobile terminal 100, an acceleration or deceleration move-
ment and direction of the mobile terminal 100, etc., and
generates commands or signals for controlling the operation
of the mobile terminal 100. For example, when the mobile
terminal 100 is implemented as a slide type mobile phone, the
sensing unit 140 may sense whether the slide phone is opened
or closed. In addition, the sensing unit 140 can detect whether
ornot the power supply unit 190 supplies power or whether or
not the interface unit 170 is coupled with an external device.

The output unit 150 is configured to provide outputs in a
visual, audible, and/or tactile manner (e.g., audio signal,
video signal, alarm signal, vibration signal, etc.). The output
unit 150 may include the display unit 151, an audio output
module 152, an alarm unit 153, a haptic module 154, and the
like.

The display unit 151 may display information processed in
the mobile terminal 100. For example, when the mobile ter-
minal 100 is in a phone call mode, the display unit 151 may
display a User Interface (UI) or a Graphic User Interface
(GUI) associated with a call. When the mobile terminal 100 is
in a video call mode or a capturing mode, the display unit 151
may display a captured and/or received image or a GUI or a
UL

The display unit 151 may include at least one of a Liquid
Crystal Display (LCD), a Thin Film Transistor-LCD (TFT-
LCD), an Organic Light Emitting Diode (OLED) display, a
flexible display, a three-dimensional (3D) display, and an
e-ink display.

Some of these displays may be configured to be transparent
so that outside may be seen therethrough, which may be
referred to as a transparent display. A representative example
of'this transparent display may include a transparent organic
light emitting diode (TOLED), etc. The mobile terminal 100
may include two or more display units 151. For example, the
mobile terminal may include both an external display unit
(not shown) and an internal display unit (not shown). The
touch screen may be configured to detect a touch input pres-
sure as well as a touch input location and a touch input area.

The display unit 151 may be implemented in two or more
in number according to a configured aspect of the mobile
terminal 100. For instance, a plurality of displays may be
arranged on one surface integrally or separately, or may be
arranged on different surfaces.
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The display unit 151 may also be implemented as a stereo-
scopic display unit 152 for displaying stereoscopic images.

Here, the stereoscopic image may be a three-dimensional
(3D) stereoscopic image, and the 3D stereoscopic image is an
image refers to an image making a viewer feel that a gradual
depth and reality of an object on a monitor or a screen is the
same as a reality space. A 3D stereoscopic image is imple-
mented by using binocular disparity. Binocular disparity
refers to disparity made by the positions of two eyes. When
two eyes view different 2D images, the images are transferred
to the brain through the retina and combined in the brain to
provide the perception of depth and reality sense.

The stereoscopic display unit 152 may employ a stereo-
scopic display scheme such as stereoscopic scheme (a glass
scheme), an auto-stereoscopic scheme (glassless scheme), a
projection scheme (holographic scheme), or the like. Stereo-
scopic schemes commonly used for home television receiv-
ers, or the like, include Wheatstone stereoscopic scheme, or
the like.

The auto-stereoscopic scheme includes, for example, a
parallax barrier scheme, a lenticular scheme, an integral
imaging scheme, a switchable scheme, or the like. The pro-
jection scheme includes a reflective holographic scheme, a
transmissive holographic scheme, or the like.

In general, a 3D stereoscopic image is comprised of a left
image (a left eye image) and a right image (aright eye image).
According to how left and right images are combined into a
3D stereoscopic image, the 3D stereoscopic imaging method
is divided into a top-down method in which left and right
images are disposed up and down in a frame, an L-to-R
(left-to-right, side by side) method in which left and right
images are disposed left and right in a frame, a checker board
method in which fragments of left and right images are dis-
posed in a tile form, an interlaced method in which left and
right images are alternately disposed by columns and rows,
and a time sequential (or frame by frame) method in which
left and right images are alternately displayed by time.

Also, as for a 3D thumbnail image, a left image thumbnail
and a right image thumbnail are generated from a left image
and a right image of the original image frame, respectively,
and then combined to generate a single 3D thumbnail image.
In general, thumbnail refers to a reduced image or a reduced
still image. The thusly generated left image thumbnail and the
right image thumbnail are displayed with a horizontal dis-
tance difference therebetween by a depth corresponding to
the disparity between the left image and the right image on the
screen, providing a stereoscopic space sense.

As illustrated, a left image and a right image required for
implementing a 3D stereoscopic image is displayed on the
stereoscopic display unit 152 by a stereoscopic processing
unit (not shown). The stereoscopic processing unit may
receive the 3D image and extract the left image and the right
image, or may receive the 2D image and change it into a left
image and a right image.

Here, if the display unit 151 and a touch sensitive sensor
(referred to as a touch sensor) have a layered structure ther-
ebetween (referred to as a ‘touch screen’), the display unit
151 may be used as an input device as well as an output
device. The touch sensor may be implemented as a touch film,
a touch sheet, a touchpad, and the like.

The touch sensor may be configured to convert changes of
apressure applied to a specific part of the display unit 151, or
a capacitance occurring from a specific part of the display unit
151, into electric input signals. Also, the touch sensor may be
configured to sense not only a touched position and a touched
area, but also touch pressure. Here, a touch object is an object
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to apply a touch input onto the touch sensor. Examples of the
touch object may include a finger, a touch pen, a stylus pen, a
pointer or the like.

When touch inputs are sensed by the touch sensors, corre-
sponding signals are transmitted to a touch controller. The
touch controller processes the received signals, and then
transmits corresponding data to the controller 180. Accord-
ingly, the controller 180 may sense which region of the dis-
play unit 151 has been touched.

Still referring to FIG. 4, a proximity sensor 141 may be
arranged at an inner region of the mobile terminal 100 cov-
ered by the touch screen, or near the touch screen. The prox-
imity sensor 141 may be provided as one example of the
sensing unit 140. The proximity sensor 141 indicates a sensor
to sense presence or absence of an object approaching to a
surface to be sensed, or an object disposed near a surface to be
sensed, by using an electromagnetic field or infrared rays
without a mechanical contact. The proximity sensor 141 has
a longer lifespan and a more enhanced utility than a contact
sensor.

The proximity sensor 141 may include a transmissive type
photoelectric sensor, a direct reflective type photoelectric
sensor, a mirror reflective type photoelectric sensor, a high-
frequency oscillation proximity sensor, a capacitance type
proximity sensor, a magnetic type proximity sensor, an infra-
red rays proximity sensor, and so on. When the touch screen
is implemented as a capacitance type, proximity of a pointer
to the touch screen is sensed by changes of an electromagnetic
field. In this case, the touch screen (touch sensor) may be
categorized into a proximity sensor.

Hereinafter, for the sake of brief explanation, a status that
the pointer is positioned to be proximate onto the touch screen
without contact will be referred to as ‘proximity touch’,
whereas a status that the pointer substantially comes in con-
tact with the touch screen will be referred to as ‘contact
touch’. For the position corresponding to the proximity touch
of'the pointer on the touch screen, such position corresponds
to a position where the pointer faces perpendicular to the
touch screen upon the proximity touch of the pointer.

The proximity sensor 141 senses proximity touch, and
proximity touch patterns (e.g., distance, direction, speed,
time, position, moving status, etc.). Information relating to
the sensed proximity touch and the sensed proximity touch
patterns may be output onto the touch screen.

When atouch sensor is overlaid on the stereoscopic display
unit 152 in a layered manner (hereinafter, referred to as ‘ste-
reoscopic touch screen’), or when the stereoscopic display
unit 152 and a 3D sensor sensing a touch operation are com-
bined, the stereoscopic display unit 152 may also be used as
a 3D input device.

As examples of the 3D sensor, the sensing unit 140 may
include a proximity sensor 141, a stereoscopic touch sensing
unit 142, an input sensor (e.g., ultrasonic sensing unit) 143,
and a motion sensor 145.

The proximity sensor 141 detects the distance between a
sensing object (e.g., the user’s finger or a stylus pen) applying
a touch by using the force of electromagnetism or infrared
rays without a mechanical contact and a detect surface. By
using the distance, the terminal recognizes which portion of a
stereoscopic image has been touched. In particular, when the
touch screen is an electrostatic touch screen, the degree of
proximity of the sensing object is detected based on a change
of an electric field according to proximity of the sensing
object, and a touch to the 3D image is recognized by using the
degree of proximity.

The stereoscopic touch sensing unit 142 is configured to
detect the strength or duration of a touch applied to the touch
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screen. For example, the stereoscopic touch sensing unit 142
may sense touch pressure. When the pressure is strong, it may
recognize the touch as a touch with respect to an object
located farther away from the touch screen toward the inside
of the terminal.

The ultrasonic sensing unit 143 is configured to recognize
position information of the sensing object by using ultrasonic
waves.

The ultrasonic sensing unit 143 may include, for example,
an optical sensor and a plurality of ultrasonic sensors. The
optical sensor is configured to sense light and the ultrasonic
sensors may be configured to sense ultrasonic waves. Since
light is much faster than ultrasonic waves, a time for which
the light reaches the optical sensor is much shorter than a time
for which the ultrasonic wave reaches the ultrasonic sensor.
Therefore, a position of a wave generation source may be
calculated by using a time difference from the time that the
ultrasonic wave reaches based on the light as a reference
signal.

The camera sensing unit 144 includes at least one of a
camera 121, a photo sensor, and a laser sensor.

For example, the camera 121 and the laser sensor may be
combined to detect a touch of the sensing object with respect
to a 3D stereoscopic image. When distance information
detected by a laser sensor is added to a 2D image captured by
the camera, 3D information can be obtained.

In another example, a photo sensor may be laminated on
the display device. The photo sensor is configured to scan a
movement of the sensing object in proximity to the touch
screen. In detail, the photo sensor includes photo diodes and
transistors at rows and columns to scan content mounted on
the photo sensor by using an electrical signal changing
according to the quantity of applied light. Namely, the photo
sensor calculates the coordinates of the sensing object
according to variation of light to thus obtain position infor-
mation of the sensing object.

The audio output module 152 may convert and output as
sound audio data received from the wireless communication
unit 110 or stored in the memory160 in a call signal reception
mode, a call mode, a record mode, a voice recognition mode,
a broadcast reception mode, and the like. Also, the audio
output module 152 may provide audible outputs related to a
particular function performed by the mobile terminal 100
(e.g., a call signal reception sound, a message reception
sound, etc.). The audio output module 152 may include a
speaker, a buzzer or the like.

The alarm unit 153 outputs a signal for informing about an
occurrence of an event of the mobile terminal 100. Events
generated in the mobile terminal may include call signal
reception, message reception, key signal inputs, a touch input
etc. In addition to video or audio signals, the alarm unit 153
may output signals in a different manner, for example, using
vibration to inform about an occurrence of an event. The
video or audio signals may be also outputted via the audio
output module 152, so the display unit 151 and the audio
output module 152 may be classified as parts of the alarm unit
153.

A haptic module 154 generates various tactile effects the
user may feel. A typical example of the tactile effects gener-
ated by the haptic module 154 is vibration. The strength and
pattern of the haptic module 154 can be controlled. For
example, different vibrations may be combined to be output-
ted or sequentially outputted.

Besides vibration, the haptic module 154 may generate
various other tactile effects such as an effect by stimulation
such as a pin arrangement vertically moving with respect to a
contact skin, a spray force or suction force of air through a jet
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orifice or a suction opening, a contact on the skin, a contact of
anelectrode, electrostatic force, etc., an effect by reproducing
the sense of cold and warmth using an element that can absorb
or generate heat.

The haptic module 154 may be implemented to allow the
user to feel a tactile effect through a muscle sensation such as
fingers or arm of the user, as well as transferring the tactile
effect through a direct contact. Two or more haptic modules
154 may be provided according to the configuration of the
mobile terminal 100.

The memory 160 may store software programs used for the
processing and controlling operations performed by the con-
troller 180, or may temporarily store data (e.g., a phonebook,
messages, still images, video, etc.) that are inputted or out-
putted. In addition, the memory 160 may store data regarding
various patterns of vibrations and audio signals outputted
when a touch is inputted to the touch screen.

The memory 160 may include at least one type of storage
medium including a Flash memory, a hard disk, a multimedia
card micro type, a card-type memory (e.g., SD or DX
memory, etc), a Random Access Memory (RAM), a Static
Random Access Memory (SRAM), a Read-Only Memory
(ROM), an Electrically Erasable Programmable Read-Only
Memory (EEPROM), a Programmable Read-Only memory
(PROM), a magnetic memory, a magnetic disk, and an optical
disk. Also, the mobile terminal 100 may be operated in rela-
tion to a web storage device that performs the storage function
of the memory 160 over the Internet.

The interface unit 170 serves as an interface with every
external device connected with the mobile terminal 100. For
example, the external devices may transmit data to an external
device, receives and transmits power to each element of the
mobile terminal 100, or transmits internal data of the mobile
terminal 100 to an external device. For example, the interface
unit 170 may include wired or wireless headset ports, external
power supply ports, wired or wireless data ports, memory
card ports, ports for connecting a device having an identifi-
cation module, audio input/output (I/O) ports, video 1/O
ports, earphone ports, or the like.

The identification module may be a chip that stores various
information for authenticating the authority of using the
mobile terminal 100 and may include a user identity module
(UIM), a subscriber identity module (SIM) a universal sub-
scriber identity module (USIM), and the like. In addition, the
device having the identification module (referred to as ‘iden-
tifying device’, hereinafter) may take the form of a smart
card. Accordingly, the identifying device may be connected
with the terminal 100 via the interface unit 170.

When the mobile terminal 100 is connected with an exter-
nal cradle, the interface unit 170 may serve as a passage to
allow power from the cradle to be supplied therethrough to the
mobile terminal 100 or may serve as a passage to allow
various command signals inputted by the user from the cradle
to be transtferred to the mobile terminal therethrough. Various
command signals or power inputted from the cradle may
operate as signals for recognizing that the mobile terminal is
properly mounted on the cradle.

The controller 180 typically controls the general opera-
tions of the mobile terminal. For example, the controller 180
performs controlling and processing associated with voice
calls, data communications, video calls, and the like. The
controller 180 may include a multimedia module 181 for
reproducing multimedia data. The multimedia module 181
may be configured within the controller 180 or may be con-
figured to be separated from the controller 180.
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The controller 180 may perform a pattern recognition pro-
cessing to recognize a handwriting input or a picture drawing
input performed on the touch screen as characters or images,
respectively.

Also, the controller 180 may execute a lock state to restrict
a user from inputting control commands for applications
when a state of the mobile terminal meets a preset condition.
Also, the controller 180 may control a lock screen displayed
in the lock state based on a touch input sensed on the display
unit 151 in the lock state of the mobile terminal.

The power supply unit 190 receives external power or
internal power and supplies appropriate power required for
operating respective elements and components under the con-
trol of the controller 180.

Various embodiments described herein may be imple-
mented in a computer-readable or its similar medium using,
for example, software, hardware, or any combination thereof.

For hardware implementation, the embodiments described
herein may be implemented by using at least one of applica-
tion specific integrated circuits (ASICs), digital signal pro-
cessors (DSPs), digital signal processing devices (DSPDs),
programmable logic devices (PLDs), field programmable
gate arrays (FPGAs), processors, controllers, micro-control-
lers, microprocessors, electronic units designed to perform
the functions described herein. In some cases, such embodi-
ments may be implemented by the controller 180 itself.

For software implementation, the embodiments such as
procedures or functions described herein may be imple-
mented by separate software modules. Each software module
may perform one or more functions or operations described
herein.

Software codes can be implemented by a software appli-
cation written in any suitable programming language. The
software codes may be stored in the memory 160 and
executed by the controller 180.

Hereinafter, a communication system which is operable
with the mobile terminal 100 according to the present disclo-
sure will be described.

Here, if the display unit 151 and a touch sensitive sensor
(referred to as a touch sensor) have a layered structure ther-
ebetween, the structure may be referred to as a touch screen.
The display unit 151 may be used as an input device rather
than an output device. The touch sensor may be implemented
as a touch film, a touch sheet, a touch pad, and the like.

The touch sensor may be configured to convert changes of
apressure applied to a specific part of the display unit 151, or
a capacitance occurring from a specific part of the display unit
151, into electric input signals. Also, the touch sensor may be
configured to sense not only a touched position and a touched
area, but also a touch pressure.

When touch inputs are sensed by the touch sensors, corre-
sponding signals are transmitted to a touch controller (not
shown). The touch controller processes the received signals,
and then transmits corresponding data to the controller 180.
Accordingly, the controller 180 may sense which region of
the display unit 151 has been touched.

Referring to FIG. 1, a proximity sensor may be arranged at
an inner region of the mobile terminal covered by the touch
screen, or near the touch screen. The proximity sensor indi-
cates a sensor to sense presence or absence of an object
approaching to a surface to be sensed, or an object disposed
near a surface to be sensed, by using an electromagnetic field
or infrared rays without a mechanical contact. The proximity
sensor has a longer lifespan and a more enhanced utility than
a contact sensor.

The proximity sensor may include a transmissive type pho-
toelectric sensor, a direct reflective type photoelectric sensor,
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amirror reflective type photoelectric sensor, a high-frequency
oscillation proximity sensor, a capacitance type proximity
sensor, a magnetic type proximity sensor, an infrared rays
proximity sensor, and so on. When the touch screen is imple-
mented as a capacitance type, proximity of a pointer to the
touch screen is sensed by changes of an electromagnetic field.
In this case, the touch screen (touch sensor) may be catego-
rized into a proximity sensor.

In the following description, for the sake of brevity, recog-
nition of the pointer positioned to be close to the touch screen
without being contacted will be called a ‘proximity touch’,
while recognition of actual contacting of the pointer on the
touch screen will be called a ‘contact touch’. In this case,
when the pointer is in the state of the proximity touch, it
means that the pointer is positioned to correspond vertically
to the touch screen.

The proximity sensor detects a proximity touch and a prox-
imity touch pattern (e.g., a proximity touch distance, a prox-
imity touch speed, a proximity touch time, a proximity touch
position, a proximity touch movement state, or the like), and
information corresponding to the detected proximity touch
operation and the proximity touch pattern can be outputted to
the touch screen.

The audio output module 152 may output audio data
received from the wireless communication unit 110 or stored
in the memory 160 in a call signal reception mode, a call
mode, a record mode, a voice recognition mode, a broadcast
reception mode, and the like. Also, the audio output module
152 may provide audible outputs related to a particular func-
tion (e.g., a call signal reception sound, a message reception
sound, etc.) performed in the mobile terminal 100. The audio
output module 152 may include a receiver, a speaker, a
buzzer, etc.

The alarm unit 153 outputs a signal for informing about an
occurrence of an event of the mobile terminal 100. Events
generated in the mobile terminal may include call signal
reception, message reception, key signal inputs, and the like.
In addition to video or audio signals, the alarm unit 153 may
output signals in a different manner, for example, to inform
about an occurrence of an event. For example, the alarm unit
153 may output a signal in the form of vibration. Such video
signal or audio signal may be output through the display unit
151 or the audio output module 152. Accordingly, the display
unit 151 or the audio output module 152 may be categorized
into part of the alarm unit 153.

The haptic module 154 generates various tactile effects the
user may feel. A typical example of the tactile effects gener-
ated by the haptic module 154 is vibration. The strength and
pattern of the haptic module 154 can be controlled. For
example, different vibrations may be combined to be output-
ted or sequentially outputted.

Besides vibration, the haptic module 154 may generate
various other tactile effects such as an effect by stimulation
such as a pin arrangement vertically moving with respect to a
contact skin, a spray force or suction force of air through a jet
orifice or a suction opening, a contact on the skin, a contact of
anelectrode, electrostatic force, etc., an effect by reproducing
the sense of cold and warmth using an element that can absorb
or generate heat.

The haptic module 154 may be implemented to allow the
user to feel a tactile effect through a muscle sensation such as
fingers or arm of the user, as well as transferring the tactile
effect through a direct contact. Two or more haptic module
154 may be provided according to the configuration of the
mobile terminal 100.

The memory 160 may store software programs used for the
processing and controlling operations performed by the con-
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troller 180, or may temporarily store data (e.g., a map data,
phonebook, messages, still images, video, etc.) that are input-
ted or outputted. The memory 160 may store therein data on
vibrations and sounds of various patterns output when a touch
is input onto the touch screen.

The memory 160 may include at least one type of storage
medium including a Flash memory, a hard disk, a multimedia
card micro type, a card-type memory (e.g., SD or DX
memory, etc), a Random Access Memory (RAM), a Static
Random Access Memory (SRAM), a Read-Only Memory
(ROM), an Electrically Erasable Programmable Read-Only
Memory (EEPROM), a Programmable Read-Only memory
(PROM), a magnetic memory, a magnetic disk, and an optical
disk. Also, the mobile terminal 100 may be operated in rela-
tion to a web storage device that performs the storage function
of the memory 160 over the Internet.

The interface unit 170 serves as an interface with every
external device connected with the mobile terminal 100. For
example, the external devices may transmit data to an external
device, receives and transmits power to each element of the
mobile terminal 100, or transmits internal data of the mobile
terminal 100 to an external device. For example, the interface
unit 170 may include wired or wireless headset ports, external
power supply ports, wired or wireless data ports, memory
card ports, ports for connecting a device having an identifi-
cation module, audio input/output (I/O) ports, video 1/O
ports, earphone ports, or the like.

Here, the identification module may be a chip that stores
various information for authenticating the authority of using
the mobile terminal 100 and may include a user identity
module (UIM), a subscriber identity module (SIM) a univer-
sal subscriber identity module (USIM), and the like. In addi-
tion, the device having the identification module (referred to
as ‘identifying device’, hereinafter) may take the form of a
smart card. Accordingly, the identifying device may be con-
nected with the terminal 100 via a port.

When the mobile terminal 100 is connected with an exter-
nal cradle, the interface unit 170 may serve as a passage to
allow power from the cradle to be supplied therethrough to the
mobile terminal 100 or may serve as a passage to allow
various command signals inputted by the user from the cradle
to be transferred to the mobile terminal therethrough. Various
command signals or power inputted from the cradle may
operate as signals for recognizing that the mobile terminal is
properly mounted on the cradle.

The controller 180 typically controls the general opera-
tions of the mobile terminal. For example, the controller 180
performs controlling and processing associated with voice
calls, data communications, video calls, and the like. The
controller 180 may include a multimedia module 181 for
reproducing multimedia data. The multimedia module 181
may be configured within the controller 180 or may be con-
figured to be separated from the controller 180.

The controller 180 may perform a pattern recognition pro-
cessing to recognize a handwriting input or a picture drawing
input performed on the touch screen as characters or images,
respectively.

Once a preset condition of the mobile terminal is satisfied,
the controlled 180 can execute a locked state for limiting a
user’s input of control commands with respect to applica-
tions. And, the controller 180 can control a locked screen
displayed in the locked state, based on a touch input sensed by
the display unit (hereinafter, will be referred to as ‘touch
screen’ 151) in the locked state.
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The power supply unit 190 receives external power or
internal power and supplies appropriate power required for
operating respective elements and components under the con-
trol of the controller 180.

Various embodiments described herein may be imple-
mented in a computer-readable or its similar medium using,
for example, software, hardware, or any combination thereof.

For hardware implementation, the embodiments described
herein may be implemented by using at least one of applica-
tion specific integrated circuits (ASICs), digital signal pro-
cessors (DSPs), digital signal processing devices (DSPDs),
programmable logic devices (PLDs), field programmable
gate arrays (FPGAs), processors, controllers, micro-control-
lers, microprocessors, electronic units designed to perform
the functions described herein. In some cases, such embodi-
ments may be implemented by the controller 180 itself.

For software implementation, the embodiments such as
procedures or functions described herein may be imple-
mented by separate software modules. Each software module
may perform one or more functions or operations described
herein.

Software codes can be implemented by a software appli-
cation written in any suitable programming language. The
software codes may be stored in the memory 160 and
executed by the controller 180.

Hereinafter, a structure of the mobile terminal of FIG. 1
according to an embodiment of the present invention will be
explained.

FIGS. 5A and 5B are conceptual views of a communication
system operable with a mobile terminal 100 in accordance
with the present disclosure.

First, referring to FIG. 5A, such communication systems
utilize different air interfaces and/or physical layers.
Examples of such air interfaces utilized by the communica-
tion systems include Frequency Division Multiple Access
(FDMA), Time Division Multiple Access (TDMA), Code
Division Multiple Access (CDMA), and Universal Mobile
Telecommunications System (UMTS), the Long Term Evo-
Iution (LTE) of the UMTS, the Global System for Mobile
Communications (GSM), and the like.

By way of non-limiting example only, further description
will relate to a CDMA communication system, but such
teachings apply equally to other system types including the
CDMA wireless communication system.

Referring now to FIG. 5A, a CDMA wireless communica-
tion system is shown having a plurality of mobile terminals
100, a plurality of base stations (BSs) 270, base station con-
trollers (BSCs) 275, and a mobile switching center (MSC)
280. The MSC 280 is configured to interface with a conven-
tional Public Switch Telephone Network (PSTN) 290. The
MSC 280 is also configured to interface with the BSCs 275.
The BSCs 275 are coupled to the base stations 270 via back-
haul lines. The backhaul lines may be configured in accor-
dance with any of several known interfaces including, for
example, E1/T1, ATM, IP, PPP, Frame Relay, HDSL, ADSL,
orxDSL. Hence, the plurality of BSCs 275 can be included in
the system as shown in FIG. 2A.

Each base station 270 may include one or more sectors,
each sector having an omni-directional antenna or an antenna
pointed in a particular direction radially away from the base
station 270. Alternatively, each sector may include two or
more different antennas. Each base station 270 may be con-
figured to support a plurality of frequency assignments, with
each frequency assignment having a particular spectrum
(e.g., 1.25 MHz, 5 MHz, etc.).

The intersection of sector and frequency assignment may
be referred to as a CDMA channel. The base stations 270 may
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also be referred to as Base Station Transceiver Subsystems
(BTSs). In some cases, the term “base station” may be used to
refer collectively to a BSC 275, and one or more base stations
270. The base stations may also be denoted as “cell sites.”
Alternatively, individual sectors of a given base station 270
may be referred to as cell sites.

A broadcasting transmitter (BT) 295, as shown in FIG. 5A,
transmits a broadcast signal to the mobile terminals 100 oper-
ating within the system. The broadcast receiving module 111
(FIG. 4) is typically configured inside the mobile terminal
100 to receive broadcast signals transmitted by the BT 295.

FIG. 5A further depicts several Global Positioning System
(GPS) satellites 300. Such satellites 300 facilitate locating the
position of at least one of plural mobile terminals 100. Two
satellites are depicted in FIG. 5A, but it is understood that
useful position information may be obtained with greater or
fewer satellites than two satellites. The GPS module 115
(FI1G. 4) is typically configured to cooperate with the satellites
300 to obtain desired position information. It is to be appre-
ciated that other types of position detection technology, (i.e.,
location technology that may be used in addition to or instead
of GPS location technology) may alternatively be imple-
mented. If desired, at least one of the GPS satellites 300 may
alternatively or additionally be configured to provide satellite
DMB transmissions.

During typical operation of the wireless communication
system, the base stations 270 receive sets of reverse-link
signals from various mobile terminals 100. The mobile ter-
minals 100 are engaging in calls, messaging, and executing
other communications. Each reverse-link signal received by a
given base station 270 is processed within that base station
270. The resulting data is forwarded to an associated BSC
275. The BSC 275 provides call resource allocation and
mobility management functionality including the orchestra-
tion of soft handoffs between base stations 270. The BSCs
275 also route the received data to the MSC 280, which then
provides additional routing services for interfacing with the
PSTN 290. Similarly, the PSTN 290 interfaces with the MSC
280, and the MSC 280 interfaces with the BSCs 275, which in
turn control the base stations 270 to transmit sets of forward-
link signals to the mobile terminals 100.

Hereinafter, description will be given of a method for
acquiring location information of a mobile terminal using a
wireless fidelity (WiFi) positioning system (WPS), with ref-
erence to FIG. 5B.

The WiFi positioning system (WPS) 300 refers to a loca-
tion determination technology based on a wireless local area
network (WLAN) using WiFi as a technology for tracking the
location of the mobile terminal 100 using a WiFi module
provided in the mobile terminal 100 and a wireless access
point 320 for transmitting and receiving to and from the WiFi
module.

The WiFi positioning system 300 may include a WiFi
location determination server 310, a mobile terminal 100, a
wireless access point (AP) 320 connected to the mobile ter-
minal 100, and a database 330 stored with any wireless AP
information.

The WiFi location determination server 310 extracts the
information of the wireless AP 320 connected to the mobile
terminal 100 based on a location information request message
(or signal) of the mobile terminal 100. The information of the
wireless AP 320 may be transmitted to the WiFi location
determination server 310 through the mobile terminal 100 or
transmitted to the WiFi location determination server 310
from the wireless AP 320.

The information of the wireless AP extracted based on the
location information request message of the mobile terminal
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100 may be at least one of MAC address, SSID, RSSI, chan-
nel information, privacy, network type, signal strength and
noise strength.

The WiFi location determination server 310 receives the
information of the wireless AP 320 connected to the mobile
terminal 100 as described above, and compares the received
wireless AP 320 information with information contained in
the pre-established database 330 to extract (or analyze) the
location information of the mobile terminal 100.

On the other hand, referring to FIG. 5B, as an example, the
wireless AP connected to the mobile terminal 100 is illus-
trated as a first, a second, and a third wireless AP 320. How-
ever, the number of wireless APs connected to the mobile
terminal 100 may be changed in various ways according to a
wireless communication environment in which the mobile
terminal 100 is located. When the mobile terminal 100 is
connected to at least one of wireless APs, the WiF1i position-
ing system 300 can track the location of the mobile terminal
100.

Next, considering the database 330 stored with any wire-
less AP information in more detail, various information of any
wireless APs disposed at different locations may be stored in
the database 330.

The information of any wireless APs stored in the database
330 may be information such as MAC address, SSID, RSSI,
channel information, privacy, network type, latitude and lon-
gitude coordinate, building at which the wireless AP is
located, floor number, detailed indoor location information
(GPS coordinate available), AP owner’s address, phone num-
ber, and the like.

In this manner, any wireless AP information and location
information corresponding to the any wireless AP are stored
together in the database 330, and thus the WiFi location
determination server 310 may retrieve wireless AP informa-
tion corresponding to the information of the wireless AP 320
connected to the mobile terminal 100 from the database 330
to extract the location information matched to the searched
wireless AP, thereby extracting the location information of
the mobile terminal 100.

FIG. 6A is a front perspective view of the mobile terminal
100 according to an embodiment of the present invention.

The mobile terminal 100 according to the present disclo-
sure is a bar type mobile terminal. However, the present
disclosure is not limited to this, but may be applied to a slide
type in which two or more bodies are coupled to each other so
as to perform a relative motion, a folder type, or a swing type,
a swivel type and the like.

A case (casing, housing, cover, etc.) forming an outer
appearance of the body may include a front case 101 and a
rear case 102. A space formed by the front case 101 and the
rear case 102 may accommodate various components therein.
At least one intermediate case may further be disposed
between the front case 101 and the rear case 102. A battery
cover 103 for covering a battery 191 may be detachably
mounted to the rear case 102.

Such cases may be formed by injection-molded synthetic
resin, or may be formed using a metallic material such as
stainless steel (STS) or titanium (Ti).

At the front case 101, may be disposed a display unit 151,
a first audio output unit 153a, a first camera 121a, a first user
input unit 131, etc. On the side surfaces, may be disposed a
microphone 122, an interface unit 170, a second user input
unit 132, etc.

The display unit 151 may output information processed in
the mobile terminal 100. The display unit 151 may be imple-
mented using, for example, at least one of a Liquid Crystal
Display (LCD), a Thin Film Transistor-Liquid Crystal Dis-
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play (TFT-LCD), an Organic Light-Emitting Diode (OLED),
a flexible display, a three-dimensional (3D) display, an e-ink
display or the like.

The display unit 151 may include a touch sensing means to
receive a control command by a touch method. When a touch
is made to any one place on the display unit 151, the touch
sensing means may be configured to sense this touch and
enter the content corresponding to the touched place. The
content entered by a touch method may be a text or numerical
value, or a menu item capable of indication or designation in
various modes.

The touch sensing means may be formed with transparency
to allow visual information displayed on the display unit 151
to be seen, and may include a structure for enhancing the
visibility of a touch screen at bright places. Referring to FIG.
6A, the display unit 151 occupies a most portion of the front
surface of the front case 101.

The first audio output unit 1534 and the first camera 121a
are disposed in a region adjacent to one of both ends of the
display unit 151, and the first manipulation input unit 131 and
the microphone 122 are disposed in a region adjacent to the
other end thereof. The second manipulation interface 132
(refer to FIG. 6b), the interface 170, and the like may be
disposed on a lateral surface of the terminal body.

The first audio output module 153a may be implemented in
the form of a receiver for transferring voice sounds to the
user’s ear or a loud speaker for outputting various alarm
sounds or multimedia reproduction sounds.

It may be configured such that the sounds generated from
the first audio output module 153a are released along an
assembly gap between the structural bodies. In this case, a
hole independently formed to output audio sounds may not be
seen or hidden in terms of appearance, thereby further sim-
plifying the appearance of the mobile terminal 100. However,
the present invention may not be limited to this, but a hole for
releasing the sounds may be formed on the window.

The first camera 121a processes video frames such as still
ormoving images obtained by the image sensor in a video call
mode or capture mode. The processed video frames may be
displayed on the display unit 151.

The user input unit 130 is manipulated to receive a com-
mand for controlling the operation of the mobile terminal
100. The user input unit 130 may include a first and a second
manipulation unit 131, 132. The first and the second manipu-
lation unit 131, 132 may be commonly referred to as a
manipulating portion, and any method may be employed if it
is a tactile manner allowing the user to perform manipulation
with a tactile feeling such as touch, push, scroll or the like.

In the present drawing, it is illustrated on the basis that the
first manipulation unit 131 is a touch key, but the present
disclosure may not be necessarily limited to this. For
example, the first manipulation unit 131 may be configured
with a mechanical key, or a combination of a touch key and a
mechanical key.

The content received by the first and/or second manipula-
tion units 131, 132 may be set in various ways. For example,
the first manipulation unit 131 may be used to receive a
command such as menu, home key, cancel, search, or the like,
and the second manipulation unit 132 may receive a com-
mand, such as controlling a volume level being outputted
from the first audio output module 153a, or switching into a
touch recognition mode of the display unit 151.

The microphone 122 may be formed to receive the user’s
voice, other sounds, or the like. The microphone 122 may be
provided at a plurality of places, and configured to receive
stereo sounds.
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The interface unit 170 serves as a path allowing the mobile
terminal 100 to exchange data with external devices. For
example, the interface unit 170 may be at least one of a
connection terminal for connecting to an earphone in a wired
or wireless manner, a port for near field communication (for
example, an Infrared Data Association (IrDA) port, a Blue-
tooth port, a wireless LAN port, and the like), and a power
supply terminal for supplying power to the mobile terminal
100. The interface unit 170 may be implemented in the form
of'a socket for accommodating an external card such as Sub-
scriber Identification Module (SIM) or User Identity Module
(UIM), and a memory card for information storage.

FIG. 6B is a rear perspective view illustrating mobile ter-
minal 100 illustrated in FIG. 6A.

Referring to FIG. 6B, a second camera 1215 may be addi-
tionally mounted at a rear surface of the terminal body,
namely, the rear case 102. The second camera 1215 has an
image capturing direction, which is substantially opposite to
the direction of the first camera unit 121a (refer to FIG. 6A),
and may have a different number of pixels from that of the first
camera unit 121a.

For example, it is preferable that the first camera 121a has
a relatively small number of pixels enough not to cause dif-
ficulty when the user captures his or her own face and sends it
to the other party during a video call or the like, and the
second camera 1215 has a relatively large number of pixels
since the user often captures a general object that is not sent
immediately. The first and the second camera 1214, 1215 may
be provided in the terminal body in a rotatable and popupable
manner.

Furthermore, a flash 123 and a mirror 124 may be addi-
tionally disposed adjacent to the second camera 1215. The
flash 123 illuminates light toward an object when capturing
the object with the second camera 1215. The mirror 124
allows the user to look at his or her own face, or the like, in a
reflected way when capturing himself or herself (in a self-
portrait mode) by using the second camera 1215.

A second audio output unit 1535 may be additionally dis-
posed at a rear surface of the terminal body. The second audio
output unit 1535 together with the first audio output unit 1534
(refer to FIG. 6A) can implement a stereo function, and may
be also used to implement a speaker phone mode during a
phone call.

An antenna (not shown) for receiving broadcast signals
may be additionally disposed at a lateral surface of the termi-
nal body in addition to an antenna for making a phone call or
the like. The antenna constituting part of the broadcast receiv-
ing module 111 (refer to FIG. 4) may be provided in the
terminal body in a retractable manner.

A power supply unit 190 (refer to FIG. 4) for supplying
power to the mobile terminal 100 may be mounted on the
terminal body. The power supply unit 190 may be incorpo-
rated into the terminal body, or may include a battery 191
configured in a detachable manner on the outside of the ter-
minal body. According to the drawing, it is illustrated that the
battery cover 103 is combined with the rear case 102 to cover
the battery 191, thereby restricting the battery 191 from being
released and protecting the battery 191 from external shocks
and foreign substances.

FIG. 4 is a diagram illustrating a configuration example of
the in-vehicle image display apparatus 200 that connects to
the mobile terminal 100 according to one embodiment of the
present invention.

The in-vehicle image display apparatus 200 according to
one embodiment of the present invention is configured to
include multiple displays. The multiple displays are arranged
in such a manner that they are positioned a distance away
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from the in-vehicle image display apparatus 200, for
example, a main body of the vehicle head-up display (HUD).
For example, a main body of the in-vehicle image display
apparatus is the vehicle head-up display (HUD) and the mul-
tiple displays included in the vehicle head-up display (HUD)
include a front window of the vehicle, an instrument panel of
the vehicle, external rear view mirrors of the vehicle, an
internal rear view mirror of the vehicle and the like. In addi-
tion, the vehicle head-up display (HUD) includes a project in
order to display a predetermined image on the multiple dis-
plays. Thatis, an image being already stored in the memory or
an image being received from the connected mobile terminal
100 is displayed on at least one, among the multiple displays,
using the project included in the vehicle head-up display
(HUD) described above.

As illustrated in FIG. 4, the image display apparatus 200 is
configured from a controller (for example, a central process-
ing unit (CPU) 212 that controls the image display apparatus
200 across the board, a memory 213 in which various type of
information are stored, a key controller 211, and a main board
210 into which an LCD controller 214 controlling a liquid
crystal display (LCD) is built.

Map data for displaying path-guiding information on a
digital map is stored in the memory 213. In addition, a traffic
information collection/control algorithm for inputting the
traffic information according to a condition of a road along
which the vehicle moves currently, and information for con-
trolling the algorithm are stored in the memory 213.

The main board 210 includes a wireless communication
module 206 that enables performing of wireless communica-
tion between the image display apparatus 200 and an external
mobile terminal 100 or between the image display apparatus
200 and a network on which the image display apparatus 200
is placed, a location information module 207 that receives a
GPS signal for finding a location of the vehicle, tracking the
vehicle moving path from a departure point to a destination
point, or doing other things, or transmits the traffic informa-
tion, which is collected by the driver, in a manner that is
carried by a Global Position System (GPS) signal, a CD desk
208 for reproducing a signal recorded in a compact disk (CD),
a gyro sensor 209, and the like. The wireless communication
module 206 and the location information module 207 trans-
mit and receive the signal through antennas 204 and 205 for
the wireless communication module 206 and the location
information module 207, respectively.

The wireless communication module 206 includes a
mobile communication module 206a, a wireless Internet
module 2065, a short-range communication module 206¢,
and the like. The mobile communication module 2064, as a
mobile terminal to which a serial number is assigned, trans-
mits and receives the wireless signal to and from at least one,
among a base station, an external mobile terminal, and a
server, over a mobile communication network. The wireless
Internet module 2065 that is connected to the wireless Inter-
net by using a wireless communication technology, such as
Wireless LAN (WLAN), WiFi, Wireless Broadband (Wibro),
World Interoperability for Microwave Access (Wimax), or
High Speed Downlink Packet Access (HSPPA). The short-
range communication module 206¢ performs communication
by using a short-range communication technology, such as
Bluetooth, Radio Frequency Identification (RFID), Infrared
Data Association (IrDA), Ultra Wideband (UWB), or Wire-
less LAN (including a Bluetooth standard, a 802.11n standard
and the like).

In addition, a broadcast reception module 222 is connected
to the main board 210 and receives a broadcast signal through
an antenna 223. A display unit (LCD) 201 that controlled by
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the LCD controller 214 through an interface board 203, a
front board 202 that is controlled by the key controller 211,
and a camera 227 that captures an image inside of and/or
outside of the vehicle are connected to the main board 210.
Various video signals and character signals are displayed on
the display unit 201. Buttons for inputting various key signals
are provided on the front board 202. The front board 202
provides the main board with the key signal corresponding to
the button selected by the driver. In addition, the display unit
201 includes a proximity sensor and a touch sensor (touch
screen) in FIG. 3.

A menu key for directly inputting the traffic information is
provided on the front board 202. The menu key is configured
in such a manner that it is controlled by the key controller 211.
In addition, the front board 202 includes the menu key for
controlling displaying of a screen.

The audio board 217 is connected to the main board 210
and processes various audio signals. The audio board 217 is
configured to include a microcomputer 219 for controlling
the audio board 217, a tuner 218 that receives a radio signal,
a power supply unit 216 that supplies electric power to the
microcomputer 219, and a signal processing unit 215 that
processes various types of voice signals.

In addition, the audio board 217 is configured to include a
radio antenna 220 for receiving the radio signal and a tape
deck 221 for reproducing an audio tape. The audio board 217
may further include a voice output unit (for example, an
amplifier) 226 for outputting the voice signal that is signal-
processed in the audio board 217.

The voice output unit (the amplifier) 226 is connected to a
vehicle interface 224. That is, the audio board 217 and the
main board 210 are connected to the vehicle interface 224. A
hands-free kit 225a for inputting a voice signal, an air bag
225p for the safety of a diver and passengers, a speed sensor
225c¢ for detecting a vehicle speed, and the like may be con-
nected to the vehicle interface 224. The speed sensor 225¢
calculates a vehicle speed and provides the calculated vehicle
speed to the controller 212.

A navigation session (or a searchunit) 300, such as the GPS
satellite 300 and WPS 300 shown in FIGS. 5A and 5B, respec-
tively, applied to the image display apparatus 200 generates
the path-guiding information, based on the map data and
information on a current location of the vehicle, and notifies
the driver of thegenerated path-guiding information.

The display unit 201 detects a proximity touch within a
display window through the proximity sensor. For example,
when a pointer (for example, a finger or a stylus pen) comes
into proximity touch with the display unit 201, the display
unit 201 detects a position of the proximity touch and outputs
location information corresponding to the detected position
to the controller 212.

In addition, the multiple displays 201, as described above,
may be provided, and a different image corresponding to the
views angle for driving the vehicle and an item of map data for
performing the path-guiding according to the driving of the
vehicle are displayed on each of the multiple displays. In
addition, the display unit 201 is connected to at least one
camera 227, and the camera 227 captures an image of the user
within a predetermined range with respect to the display unit
201 and transfers the captured image to an external apparatus
being connected or to the main board 210.

Generally, the camera 227 is built into the front of the
vehicle or is attached to the front of the vehicle in a detachable
manner, thus capturing the external images of scenes that vary
as the vehicle moves. In addition, a camera built into the
electronic recording apparatus may substitute for the camera
227. In addition, the multiple cameras 227 are installed, for



US 9,310,209 B2

25

example, in a position in which the external rear view mirror
or the internal rear view mirror is arranged, and capture the
external images that correspond to the various view angles for
driving, respectively. In addition, while rotating in all direc-
tions, one camera may capture the external images that cor-
respond to the various view angles for driving, respectively,
which vary as the vehicle moves.

On the other hand, the map data for searching for the
driving path is stored in a memory 213 or is received from an
external network through a wireless communication unit 110.
In addition, the map data already stored in the memory 213 is
updated based on update information received through the
wireless communication unit 110.

The voice recognition module 301 recognizes a voice gen-
erated by the driver or the passenger and performs a corre-
sponding function according to the recognized voice signal.
For example, when the driver or the passenger says “Search,”
the voice recognition module 301 recognizes a corresponding
voice command and transfers the recognized voice command
to the controller 212. Then, the controller 212 performs a
search function for collecting information relating to already-
selected text.

The navigation session 300 applied to the image display
apparatus 200 displays the driving path on the map data.
When the location of the mobile communication terminal 100
is within a predetermined distance from a blind spot included
in the driving path, the navigation session 300 automatically
sets up a connection to a terminal (for example, a vehicle
navigation apparatus) mounted in the vehicle in the vicinity
and/or to a mobile terminal being carried by a pedestrian in
the vicinity over a wireless network (for example, a short-
distance wireless communication network) that is set up
through wireless communication. Thus, the navigation ses-
sion 300 receives the location information on the vehicle in
the vicinity from the terminal mounted in the vehicle in the
vicinity and receives the location information on the pedes-
trian from the mobile terminal being carried by the pedestrian
in the vicinity.

On the other hand, the main board 210 is connected to an
interface unit (not illustrated), and the interface unit (not
illustrated) includes an external-apparatus interface unitand a
network interface unit. The external-apparatus interface unit
performs a function of connecting an external apparatus and
the image display apparatus 200. To do this, the external-
apparatus interface unit includes an A/V input/output unit
(not illustrated) or a wireless communication unit (not illus-
trated). The external -apparatus interface unit is connected, for
example, to an external apparatus, such as a digital versatile
disk (DVD) player, a Blu-ray Disk player, a game apparatus,
a camera, a camcorder, or a computer (a notebook, in a cable
or wireless manner. In addition, the network interface unit is
connected to a predetermined web page through a connected
network or a different network linked to the connected net-
work. That is, the network interface unit is connected to the
predetermined web page to exchange data with the corre-
sponding server.

According to the embodiment of the present invention, the
image display apparatus 200 may be a head-up display
(HUD), be a front window or an instrument panel of the
vehicle, on which an image projected through a projector is
displayed, or be a display apparatus that is positioned in the
rear seat of the vehicle. At this point, if the image display
apparatus 200 is the display apparatus that is positioned in the
rear seat of the vehicle, the image display apparatus 200
communicates with the head-up display (HUD) or the pro-
jector positioned in the front seat of the vehicle through the
wireless communication module 206.
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The mobile terminal 100 (refer to FIG. 3) that has at least
one configuration, among the configurations described
above, according to the embodiment of the present invention,
is connected to the in-vehicle image display apparatus 200
(refer to FIG. 4) described above, through the wireless com-
munication unit 110 (refer to FIG. 3).

At this point, the mobile terminal 100 refers to a portable
terminal that is carried by the driver, and the in-vehicle image
display apparatus 200 outputs the external images that corre-
spond to the scenes that appear in front of the vehicle as the
vehicle moves, or the map data for performing the path-
guiding.

In addition, at this point, the connection between the
mobile terminal 100 and the in-vehicle image display appa-
ratus 200 means the connected-car state where a mobile appa-
ratus and a vehicle entertainment system (which includes the
HUD, the projector, the dashboard of the vehicle, the display
apparatus in the rear seat of the vehicle, and the like, which are
described above, and which are pre-assumed to be collec-
tively referred to as the “vehicle head-up unit”) are connected
to each other according to phone-to-car (P2C) service speci-
fications prescribed by the Car Connectivity Consortium
(shortened CCC).

When the “connected-car” state is entered in this manner,
the mobile terminal 100 and the in-vehicle image display
apparatus 200 exchange a screen, sound, and other items of
data between them through the wireless communication unit
110.

In a state where the mobile terminal 100 and the in-vehicle
image display apparatus 200 are connected to each other in
this manner, a user tracking unit 120 of the mobile terminal
100 detects a direction of the driver’s gaze that is within a
predetermined range from the connected in-vehicle image
display apparatus 200, for example, from the vehicle head-up
unit and a display unit 151 of a main body.

For example, a controller 180 of the mobile terminal 100
analyzes an image of the driver that is obtained through the
front camera provided in the vehicle or a camera provided in
the mobile terminal 100 or the image display apparatus 200,
and thus determines whether a driver’s face points to a display
of'the in-vehicle image display apparatus 200, or whether the
driver’s eyes point to the front window of the vehicle, that is,
whether the driver’s gaze is fixed to in front of the vehicle. To
do this, the controller 180 receives from the in-vehicle image
display apparatus 200 the driver’s image or a signal indicating
whether or not the image of the driver or the driver’s gaze is
fixed to a display of the image display apparatus 200.

When it is determined that while a change in the driver’s
gaze is detected in this manner, an image sharing mode is
entered, the controller 180 transmits an image displayed on
the in-vehicle image display apparatus 200 (a “first image
display apparatus™), for example, the external images of the
scenes that appear in front of the vehicle, and an image dis-
played on the display unit 151, for example, an image ina web
page screen, which corresponds to a direction of the driver’s
gaze, to a different image display apparatus 2005 or 200c¢ (a
“second image display apparatus™) that is connected, for
example, the display apparatus in the rear seat or the terminal
carried by the passenger.

At this time, when the driver’s gaze is moved to a different
display of the image display apparatus 200 or to the display
unit 151 of the mobile terminal, the controller 180 changes
the image displayed on the different image display apparatus
2005 or 200c¢ that is connected, that is, on the second image
display apparatus, to an image that corresponds to a position
to which the driver’s gaze is turned, and then displays such an
image.
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When the image that corresponds to the driver’s gaze is
transmitted from the mobile terminal 100 to the second image
display apparatus in this manner, a user of the second image
display apparatus can performs predetermined inputting on
the transmitted image. While transmitting an update image
that results from including the input in the transmitted image,
to the mobile terminal 100, the second image display appa-
ratus transfers an image sharing request to the image display
apparatus 200 that is connected to the mobile terminal 100.
Then, the mobile terminal 100 transmits the received update
image to the first image display apparatus that accepts the
image sharing, through the wireless communication unit 110.

On the other hand, the second image display apparatus
responds to the image sharing request transmitted from the
mobile terminal 100 by displaying an expression of sharing
acceptance or sharing refusal. When a sharing acceptance
signal is received, the controller 180 transmits to the second
image display apparatus an image that is displayed on a
screen to which the driver’s gaze points. When a sharing
refusal signal is received, the controller 180 performs control
in such a manner that a sharing refusal message is output to
the display unit 151 of the mobile terminal 100 or to an audio
output module 152. Accordingly, even though the different
image display apparatus 200 in the vehicle refuses the image
sharing request, the expression of the sharing refusal is dis-
played only on the driver’s mobile terminal 100 and this does
not interfere directly with the driver’s driving.

As described above, the image that is viewed by the driver
is shared in real time with the passenger in the vehicle, and
thus a driver’s movement that prevents continuance of atten-
tion is minimized particularly while driving the vehicle. This
ensures safe driving and enables the driver to share the image
with the passenger without a separate operation, thereby pro-
viding the driver with convenience.

A path-guiding application (program) that is provided
from the mobile terminal, or a vehicle-mounted image dis-
play apparatus provides a function in which a current location
of'the user is grasped and a path from a current location to the
user-input destination point is provided. The mobile terminal
according to the present invention provides location informa-
tion that the user already receives through his/her terminal, as
a recommendation destination point, in order to make use of
the location information as the destination point for the path-
guiding function. That is, the mobile terminal according to the
present invention extracts the location information using all
data that the user provides or receives through his/her termi-
nal and has a function of recommending such location infor-
mation as the destination point. A specific control method
according to the present invention is described below.

FIG. 7 is a flow chart for describing a method of controlling
the terminal according to one embodiment of the present
invention. FIGS. 8A(a) to 8 A(d) are diagrams for describing
a method of controlling the mobile terminal according to one
embodiment of the present invention. Referring to FIGS. 7
and 8A(a) to 8A(d), a method is described in which if the
terminal is connected to an external terminal, the destination
point is set using the location information that is extracted
from an external terminal. The terminal according to the
embodiment of the present invention corresponds to the in-
vehicle image display apparatus 200, and the external termi-
nal corresponds to the mobile terminal 100 that is connected
to the image display apparatus 200 in a cable or wired or
wireless manner.

The image display apparatus 200 and the mobile terminal
100 are connected to each other through a wireless commu-
nication unit 110. For example, the image display apparatus
200 and the mobile terminal 100 are connected to each other
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through a Wireless Fidelity (WiFi) transmission and recep-
tion unit or a Bluetooth transmission and reception unit in a
“wireless” manner. However, this does not impose any limi-
tation, and the image display apparatus 200 and the mobile
terminal 100 may be connected to each other in a cable
manner.

The image display apparatus 200 according to the embodi-
ment of the present invention corresponds to the vehicle-
mounted image display apparatus that is mounted in a
vehicle-mounted state in order to be used. The vehicle-
mounted image display apparatus includes the navigation
session 300 (or the search unit) that generates the path-guid-
ing information, based on the map data and the information
on the current location of the vehicle and that notifies the
driver of the generated path-guiding information.

In addition, at this point, the connection between the
mobile terminal 100 and the in-vehicle image display appa-
ratus 200 means the connected-car state where a mobile appa-
ratus and a vehicle entertainment system (which includes the
HUD, the projector, the dashboard of the vehicle, the display
apparatus in the rear seat of the vehicle, and the like, which are
described above, and which are pre-assumed to be collec-
tively referred to as the “vehicle head-up unit”) are connected
to each other according to phone-to-car (P2C) service speci-
fications prescribed by the Car Connectivity Consortium
(shortened CCC).

When the “connected-car” state is entered in this manner,
the mobile terminal 100 and the in-vehicle image display
apparatus 200 exchange a screen, sound, and other items of
data between them through the wireless communication unit
110.

For description convenience, the terminal according to the
embodiment is hereinafter defined as the image display appa-
ratus 200, and the external terminal is defined as an external
terminal 100.

The terminal according to the present invention extracts the
location information for designating the destination point.
The controller 212 extracts the location information from
items of data that are received from the mobile terminal 100.
However, this does not impose any limitation, and when
connected to the image display apparatus 200, may be con-
trolled in such a manner that only item corresponding to the
location information is transmitted to the image display appa-
ratus 200.

At this point, the data corresponding to the location infor-
mation is determined by the controller 212. For example, if
the data corresponds to an address, a telephone number (nu-
merals), a building name, district information, a street name
or the like, the controller 212 recognizes these as the location
information. In addition, the controller 212 analyzes contents
included in the data and determines whether text, an image, or
the like that is included in the data corresponds to the location
information.

In addition, the location information is configured from
various types of data, and for example, corresponds to text, an
image, voice, a media file to which location-related content is
tagged, or the like.

In order to designate the location information extracted
from the mobile terminal 100 as the destination point, the
location information and a graphic image for displaying a
source of the location information are output (S602).

Referring to FIG. 8 A(b), when the location information is
extracted by the mobile terminal 100, a first pop-up window
500 that includes location information 510 and a graphic
image 520 is output to the display unit 201e.

The first pop-up window 500 is output in a manner that is
superimposed onto one screen information 610 in the image



US 9,310,209 B2

29

display apparatus, which is output to the display unit 201e.
However, this does not impose any limitation, and the con-
troller 212 controls the display unit 201e in such a manner that
destination point recommendation screen information
including the location information 510 and the graphic image
520 is output on the display unit 201e.

The controller 212 controls the display unit in such a man-
ner that at least one item of information, among the items of
location information 510 that are extracted from the data
included in the mobile terminal 100, is output to the first
pop-up window 500. For example, the controller 212 controls
the display unit 201e in such a manner that items of location
information that is selected from among the extracted items of
location information 510 according to a predetermined refer-
ence are output in a way that is arranged in a row.

The controller 212 extracts the location information
according to the connection of the mobile terminal 100 and
the image display apparatus 200 and controls the display unit
201e in such a manner that the location information is output,
but this does not impose any limitation. For example, an icon
to which a control command for fetching the location infor-
mation from the mobile terminal 100 is applied is output to
the display unit 201e. That is, as one menu for controlling
such a function, the image display apparatus 200 includes a
menu for performing a function of receiving information
from the mobile terminal 100 (the external terminal).

The controller 212 searches for additional information cor-
responding to the location information, based on the extracted
location information. For example, if the location informa-
tion corresponds to one portion of an address, the controller
212 searches for a district name corresponding to the address.
Alternatively, if the location information corresponds to the
district name, the controller 212 searches for the address that
is matched with the district name and outputs the result. For
example, if the extracted location information includes a
building name and a telephone number, the controller 212
searches for a building address corresponding to the tele-
phone number and outputs the result.

The location information 510 includes a name 511 of a
location that can be designated as the destination point and an
address 512 of such a location. The name 511 corresponds to
a representative district name, a building name, a geographi-
cal name, or the like. In addition, the controller 212 estimates
details ofthe location information 510 using data correspond-
ing to a source from which the location information is
extracted.

Referring to FIG. 8A(c), the controller 212 designates the
location information 510 as the destination point, based on a
touch input that is applied to the display unit 201e to which
the location information 510 is output. The controller 212
controls the display unit 201e in such a manner that a guide
screen 620 that provides the path-guiding until the user
arrives at the location information 510, based on the current
location and the location information 510 (S603).

The location information 510 includes not only data (for
example, a user-stored schedule) that is created by the user
and is intentionally stored, but also information that is
received from the other party and data that is temporally
provided to the user.

Although not specifically illustrated, when one item of
location information is selected based on the user’s touch
input, the controller 212 controls the display unit 201e in such
amanner that a map screen on which the location information
is displayed is output and thus the location information in the
form of an image is provided to the user.

According to the embodiment of the present invention, a
source of the location information displayed on the display
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unit 201e indicates a storage space in the memory 169 of the
mobile terminal, in which the location information is stored.
For example, the source corresponds to an application that
corresponds to a storage space in which the location informa-
tion was stored, or a source (for example, information on the
external terminal, a program that is used to transmit the loca-
tion information, information on a web site in which the
location information is stored, or the like) from which the
location information is transmitted to the mobile terminal.

For example, the graphic image 520 corresponds to an icon
for the application that corresponds to the storage space in
which the location information was stored. Referring to FI1G.
8A(Db), the location information 510 extracted from the data
that is received from the external terminal in which the mobile
terminal 100 is stored under the name of John, or that is
transmitted to the external terminal is output to the display
unit 201e. The mobile terminal 100 provides the user with the
location information 510 through a display unit 152 of the
mobile terminal 100, using a message application that is
activated.

The controller 212 receives information on the message
application, data provided through the application, and the
location information from the mobile terminal 100. In addi-
tion, the controller 212 controls the display unit 201e in such
a manner that an icon corresponding to the application is
output along with the location information 510.

With the graphic image, the user can recognize which
application is being executed when the location information
occurs and is stored. This helps designate the location infor-
mation as the destination point.

However, the method of displaying for the user the source
from which the location information is extracted is not limited
to this. For example, the graphic image is configured from
text that alerts the user to the information on the application.
Furthermore, one portion ofthe data representing the location
information is output to the display unit 201e, and thus the
source of the location information is provided to the user. For
example, one portion of contents of a text message including
the location information is output to the display unit 201e.

With the touch input that is applied to a graphic image 620,
the controller 212 controls the display unit 201e in such a
manner that an execution screen of the application is output
based on the information on the application that is received
from the mobile terminal 100.

The controller 212 controls the display unit 201e in such a
manner that the execution screen of the application that is
output on the display unit 151 of the mobile terminal 100 and
that includes the data representing the location information is
output. Referring to FIG. 8A(d), the controller controls dis-
play unit 201e in such a manner that an execution screen 630
of'a text message application including the location informa-
tion 510 is output.

The controller 212 controls the display unit 201e in such a
manner that a pop-up window is output on the screen infor-
mation 610 in a way that is superimposed onto the screen
information 610 and the execution screen 630 is displayed on
the pop-up window.

In addition, the controller 212 controls functions of'the text
message application, based on the touch input that is applied
to the display unit 201e to which an execution screen 530 is
output. For example, when the execution screen 630 includ-
ing messages that are transmitted to and received from John is
output based on the touch input that is applied to the graphic
image 520, based on touch input that is applied to the display
unit 201e, the controller 212 control the functions of the
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application that is installed in the mobile terminal, in such a
manner that text is input into an input window or a message is
transmitted.

Furthermore, based on the touch input that is applied to the
graphic image 520, the controller 212 controls not only the
transmitted location information and one portion of the data,
but also the mobile terminal 100 in a manner that operates
with the mobile terminal 100. That is, the controller 212 may
control the display unit 201e in such a manner that screen
information corresponding to the application, as well as the
execution screen including the location information 510, is
output.

Referring to FIG. 8A(c), a destination point that is set by
the user is displayed on the guide screen 620, and if the
destination point is selected using the extracted location
information, the controller 212 controls the display unit 201e
in such a manner that the graphic image 520 is displayed on
the guide screen 620.

In addition, based on the touch input that is applied to the
graphic image 520 displayed on the guide screen 620, the
controller 212 controls the display unit 201e in such a manner
that the execution screen 630 is output. According to the
present invention, the user can set the destination point more
easily using the location information that is extracted from the
data that is stored in the connected mobile terminal (that is,
the external terminal). Accordingly, the user does not sepa-
rately need to input an address of the destination point or
search for a location and can be provided back with the
location information, which have been forgotten.

In addition, returning to a state in which the location infor-
mation takes place by displaying the source from which the
location information is extracted, and the desired destination
point is accordingly easily set and control is partially per-
formed on the source. Thus, the location information that is
provided while guiding the path to the destination point is
used in a more diverse manner.

Referring to FIGS. 8B(a) to 8B(d), a control method is
described in which a path-guiding application is executed
based on the location information that is extracted from the
same terminal. Referring to FIGS. 8A(a) to 8A(d) and 8B(a)
to 8B(d), a function that is performed by the image display
apparatus 200 is substantially the same as a function that is
performed by a path-guiding application according to the
present embodiment, and screen information based on the
function performed by the image display apparatus 200 is
substantially the same as screen information that is based on
the function performed by a path-guiding application accord-
ing to the present embodiment.

In addition, control steps in FIGS. 8B(a) to 8B(d) are
substantially the same as described referring to FIGS. 8A(a)
to 8A(d) except that the functions are performed by one
terminal. According, the description that is provided referring
to FIGS. 8A(a) to 8A(d) substitutes for the redundant descrip-
tion.

Referring to FIGS. 8B(a) and 8B(b), based on the touch
input that is applied to an icon corresponding to the path-
guiding application, the controller 212 executes the path-
guiding application. The display unit 151 of the mobile ter-
minal 100 outputs the screen information 610 of the path-
guiding application.

When the path-guiding application is executed, an extrac-
tion unit (not illustrated) of the controller 180 of the mobile
terminal 100 extracts the location information from the data
that is stored in the memory 160.

However, this does not impose any limitation, and if the
mobile terminal 100 and the external terminal (not illus-
trated), the controller 180 extracts the location information
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from the data that is stored in the external terminal (not
illustrated) and provides the user with the extracted location
information.

The location information 510 includes the name 511 of the
location and the address 512 of the location. The controller
180 searches for the additional information, based on the
location information extracted from the data.

The display unit 151 outputs the first pop-up window 500
that includes the location information 510 extracted by the
extraction unit and a graphic image 530 corresponding to a
source of the location information 510. The first pop-up win-
dow 500 is output to the screen information 610 in a manner
that is superimposed onto the screen information 610.

Referring to FIGS. 8B(b) and 8B(c), the controller 180 sets
the destination point with the touch input that is applied to the
location information 510, and controls the display unit 151 in
such a manner that the guide screen 620 which guides the path
to the destination point is output.

On the other hand, based on the touch input that is applied
to the graphic image 520, the controller 180 controls the
display unit 151 in such a manner that an execution screen 631
of'an application corresponding to the source is output. The
execution screen 631 includes the data from which the loca-
tion information is extracted.

The controller 180 controls the display unit 151 in such a
manner that the screen information 610 is switched to the
execution screen 631. In this case, the user can an function of
the application corresponding to the source by applying the
control command to the mobile terminal 100.

On the other hand, as illustrated in FIGS. 8B(c) and 8B(d),
the guide screen 620 including the address of the destination
point and the like and the graphic image 520 corresponding to
the source is output to the display unit 151. Accordingly, the
user can identify the source of the location information 510
using the graphic image 520 even after the setting of the
destination point is completed and the guiding starts.

Accordingly, when the path-guiding application is
executed, with operation of the mobile terminal, the user can
set the destination point more conveniently using the stored
data.

FIGS. 9A(a) to 9A(d) and 9B(a) to 9B(c) are diagrams for
describing a control method in which while the path-guiding
function is performed, an function of an application is con-
trolled on an execution screen.

Referring to FIGS. 9A(a) to 9A(d), the image display appa-
ratus 200 that is connected to the mobile terminal 100 outputs
the execution screen 631 of an application corresponding to
the source while a path-guiding function is performed. Unlike
in the case of the method illustrated in FIGS. 8A(a) to 8A(d),
the execution screen 631 of the application is entirely output
to the display unit 102e without outputting the pop-up win-
dow including the execution screen.

Referring to FIGS. 9A(a) and 9A(b), the execution screen
631 of the message application is output to the display unit
201e, and the execution screen 631 includes the extracted
location information 510. Based on the user-applied control
command, the controller 212 performs control in such a man-
ner that text is input, and performs a function of transmitting
the text to the external terminal.

On the other hand, referring to FIGS. 9A(b) and 9A(c), a
switch icon 632 is output to the display unit 201e in a manner
that is superimposed onto the execution screen 631. Based on
the touch input that is applied to the switch icon 632, the
controller 212 controls the display unit 201e in such a manner
that the execution screen 631 is switched to the guide screen
620.
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Accordingly, the user can identify the source of the data
from which the destination point that is set or is to be set is
extracted and can be easily provided with a guide screen.

If'the present invention is realized using one terminal (refer
to FIGS. 8B(a) to 8B(d)), the inactivated path-guiding appli-
cation is activated to switch the execution screen of the source
back to the guide screen. However, this does not impose any
limitation, and as illustrated in FIGS. 9A(a) to 9A(d), if the
path-guiding application is being executed without being ter-
minated, a switch icon for activating the path-guiding appli-
cation and outputting the guide screen is output to the display
unit 151.

A method of controlling the inactivated path-guiding func-
tion while outputting the execution screen is described refer-
ring to FIGS. 9B(a) to 9B(c). When the path-guiding function
is performed, with a user’s setting, the controller 212 controls
the display unit 201e in such a manner that the guide screen
620 is output and controls the voice output unit 226 in such a
manner that a guide voice is output.

If the guide screen 620 is switched to the execution screen
631 by the user, based on the moving of the vehicle and an
external environment being detected, the controller 212 con-
trols the voice output unit 226 in such a manner that the guide
voice continues to be output.

Accordingly, the user can be continuously provided with
the guide based on the moving of the vehicle even while the
source of the destination point being set is being identified.

FIGS. 10A(a) to 10A(d), 10B(a) to 10B(c), and 10C(a) to
10C(a) to 10C(c) are diagrams for describing the location
information that is extracted from various sources.

Referring to FIGS. 10A(a) to 10A(d), a control method is
described in which the location information is extracted from
the data being generated in a communication mode using the
mobile terminal.

FIG. 10A(a) illustrates an execution screen 701 of an
address book application that includes information on the
external terminal that is stored by the user. FIG. 10A(b)
illustrates low-level screen information 702 that includes
low-level data on the external terminal that is selected by the
user from the execution screen 701 of the address book appli-
cation.

The low-level screen information 702 includes a represen-
tative name, a representative image, and a telephone number
of the selected external terminal, and an address (a place of
residence, an office, and the like) of the user of the external
terminal.

Referring to FIG. 10A(c), the controller 180 activates the
communication mode using an icon for placing a call to the
external terminal, which is included in the low-level screen
information 702. In the communication mode, a communica-
tion screen 703 is output to the display unit 151. In the
communication mode, the microphone 122 receives a voice
of the user, and the sound output unit 154 outputs a voice of
the other party.

The controller 180 controls the memory 160 in such a
manner that data on the voice of the user and the voice of the
other party is stored. For example, the controller 180 controls
the memory 160 in such a manner that contents of the voice,
if they include the location information, are stored.

In this case, the controller 180 controls the memory 160 in
such a manner that the voice in the communication mode is
stored for a predetermined period of time.

On the other hand, if a function of communicating with the
external terminal is performed through the wireless commu-
nication unit 110, the extraction unit of the controller 212
extracts the location information from the related data in
order to activate the communication mode.
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For example, in the communication mode, the extraction
unit extracts the location information from the voice that is
input into the mobile terminal 100 or is output by the mobile
terminal 100. For example, if the voice includes an address, a
telephone number, or a word corresponding to a district name
or words, such as “where” and “place,” the location informa-
tion included in the voice is extracted.

In addition, the extraction unit extracts from the memory
160 of the mobile terminal 100 information on the external
terminal that is connected while the communication mode is
activated. For example, as illustrated in FIG. 10A(b), if the
address is included in the information relating to the external
wirelessly-connected terminal, the address is extracted and
provided as the location information.

For example, ifatelephone number of the external terminal
connected in the communication mode includes an area code
or is a number that is registered to correspond to a specific
location, if a different telephone number is stored in the
external terminal along with a representative number, a loca-
tion of the external terminal is searched for using these, and
the resulting location is provided as the location information.

Referring to FIG. 10A(d), the controller 212 of the image
display apparatus 200 controls the display unit 201e in sucha
manner that the location information extracted from the data
relating to the external terminal that is connected while the
communication mode is being activated is displayed.

On the other hand, the controller 212 converts the voice
into text and displays the text on the display unit 201e. That is,
in order for the data to be provided as the location informa-
tion, the data in which the location information is included is
not limited to the visual information, and all information that
is recognized as the location-related data by the extraction
unit is used as the location information.

A control method of providing the location information
according to another embodiment is described referring to
FIGS. 10B(a) to 10B(c).

FIG. 10B(a) illustrates an execution screen 711 of a sched-
uling application, to which planned items stored by the user
are output. The execution screen 711 includes the planned
items that are stored in the memory 160 by the user. For
example, the execution screen 711 includes schedule infor-
mation that includes a date, time, a subject, a representative
name of the mobile terminal that is included in an address
book, and the like.

Detailed information 712 on one planned item that is
selected by the user from among the planned items included
in the execution screen 711 is output is output to the display
unit 151. For example, the detailed information 712 includes
a date, time, a subject, a representative name of the external
terminal that is included in an address book, an appointment
place, an address of the appointment place, a map of the
appointment place, and the like.

Referring to FIG. 10B(c), the controller 212 controls the
display unit 201e in such a manner that the location informa-
tion extracted from schedule information recorded by the user
is output.

On the other hand, the controller 212 arranges the extracted
pieces of location information sequentially according to a
predetermined reference. There is no limit to the predeter-
mined reference and the user can arbitrary set the predeter-
mined reference. For example, the reference is defined as the
order in which the pieces of location information occur or are
stored. That is, the controller 212 first outputs the location
information that is extracted from the data that is most
recently received or stored through the mobile terminal.
Alternatively, the controller 212 performs control in such a
manner that the location information that is intentionally
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stored, as the data arranged in chronological order, by the
user, for example, the location information extracted from the
data that is stored using the scheduling application, is first
output. In addition, the controller 212 performs control in
such a manner that the location information that is most
closest to current time, of the pieces of location information
that are extracted from the schedule information, is first out-
put. Alternatively the controller 212 performs control in such
a manner that the location information corresponding to an
area that is most remotest from a current location or is most
nearest to the current location is first output. Alternatively, the
pieces of location information that are extracted from the data
are arranged in a row in the increasing order of the accuracy.

The controller 212 controls the display unit 201e in such a
manner that the location information 510 is displayed along
with recommendation ranking 640. That is, the controller 212
arranges the pieces of location information in a row according
to a predetermined reference and sequentially provides the
user with the pieces of location information.

On the other hand, the controller 212 provides the user with
a predetermined number of the pieces of location informa-
tion. In this case, if all the pieces of location information are
not output to the display unit 201e, a scroll bar 530 for
applying the touch input to switch a screen is further output to
the display unit 201e. Accordingly, the user can be provided
the multiple pieces of location information that are sequen-
tially arranged.

Accordingly, the location information that is suitable, at a
current state, for the user is first provided to the user.

Referring to FIGS. 10C(a) to 10C(c), a control method is
described in which the location information included in the
data that occurs while performing a voice recognition func-
tion is provided. FIG. 10C(a) illustrates an execution screen
721 of the voice recognition function on the mobile terminal
100. Referring to FIGS. 10C(a) and 10C(b), the controller
180 of the mobile terminal 100 provides information based on
the voice of the user that is input through the microphone 122,
through the display unit 151 and the audio output module 152.

For example, the controller 180 controls the display unit
151 in such a manner that time data that results from convert-
ing the voice of the user into text is output. In addition, the
controller 180 controls the display unit 151 in such a manner
that information based on the voice is output in the form of
text or in the form of an image, and the information is trans-
ferred as audio data.

As illustrated in FIG. 10C(a), the voice that is input by the
user includes a name of a location (D gas station), and in
response to the voice, the controller 180 controls the display
unit 151 in such a manner that a map image including an
address and address information which correspond to the
name of the location is output.

The pieces of information included in the execution screen
721 are temporarily stored in the memory 160, or some of the
pieces of information are stored in the memory 160.

With the voice recognition function, the extract unit of the
image display apparatus 200 extracts the location information
from the data that is input and output through the mobile
terminal 100. For example, if information included in the
execution screen 721 is stored in the memory 160, the extrac-
tion unit extracts the location information from the data that is
stored in the memory 160. However, this does not impose any
limitation, and if the information included in the execution
screen 721 is not stored, the extraction unit is controlled in
such a manner to extract the location information while the
voice recognition function is currently performed by the
mobile terminal.
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Referring to FIG. 10C(c), the controller 212 performs con-
trol in such a manner that the location information that is input
or output through the mobile terminal while the voice recog-
nition function is performed is output to the display unit 201e.

As described above, the extraction unit of the image dis-
play apparatus extracts the location information that is output
or input by the user while various functions are performed
through the mobile terminal. In addition, the data including
the location information is not limited to the embodiments
described above.

On the other hand, although the path-guiding function is
realized through an application on the mobile terminal, the
location information is extracted from various sources
through the mobile terminal.

FIGS. 11A(a) and 11A(b) and 11B(a) and 11B(b) are dia-
grams for describing a control method of outputting some of
the multiple extracted pieces of location information. The
multiple pieces of location information are extracted through
the mobile terminal, and some of the multiple pieces of loca-
tion information are output to the display unit 201e. In this
case, the user can arrange, in a row, the pieces of location
information belonging to one category, and outputs the
arranged pieces of location information.

Referring to FIGS.11A(a) and 11 A(b), a control method of
outputting the location information extracted from the same
source is described. Referring to FIG. 11A(a), the location
information 510 and the graphic image 520 corresponding to
the source of the location information are output to the display
unit 201e.

Based on the touch input that is applied to one graphic
image 520, the controller 212 controls the display unit 201ein
such a manner that at least one location information 510
extracted from the selected source is output. For example, if
the graphic image (that is, a graphic image that corresponds to
an icon for the message application) that is displayed along
with the location information that is stored in a storage space
for the message application by the user, the location informa-
tion 510 that is extracted from the storage space for the
message application is output.

At this point, it is preferable that the touch input be distin-
guished from the touch input that is applied to the graphic
image in order to display the source. For instance, the touch
input according to the present embodiment corresponds to a
long touch input type that is applied for a predetermined time
(several seconds).

Accordingly, the user can be provided with the location
information extracted from the same source together.

A control method of outputting the location information on
the same area is described referring to FIGS. 11B(a) and
11B(b). Based on the touch input that among the pieces of
location information 510, is applied to the name 511 of the
location, the controller 212 controls the display unit 201e in
such a manner that at least one piece of location information
including the name of the same location is output.

For example, the different pieces of location information
that include the name 511 of the same location are different
from one another in terms of the sources from which they are
extracted or are different in terms of the addresses to which
they are related. Accordingly, the user can designate any one
of the multiple addresses that have the same name but corre-
spond to different areas, respectively, as the exact destination
point.

In addition, although not illustrated, the user can be pro-
vided back with the data including the location information,
in a state where the source from which the selected name is
extracted is displayed.
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FIGS. 12A(a) to 12A(c), 12B(a) to 12B(c), 12C(a) and
12C(b), and 12D(a) to 12D(c) are diagrams for describing a
control method of providing the location information that is
extracted in real time according to each embodiment.

Referring to FIG. 12A(a) to 12A(c), a control method of
providing the in-real-time location information that is
extracted during the communication with the external termi-
nal while the path-guiding function is performed is described.
Referring to FIGS. 12A(a) and 12A(b), destination point
information that is set using the location information, and the
switch icon 632 corresponding to the source of the location
information are output on the guide screen 620 on the display
unit 201e.

Based on the touch input that is applied to the switch icon
632 corresponding to the communication mode, the control-
ler 212 places a call to the external terminal that is wirelessly
connected to the mobile terminal 100 in the communication
mode in which the location informationis applied. That is, the
user can place a call to the other party by applying the touch
input to the switch icon 632.

When the switching to the communication mode is made
through the switch icon 632, the execution screen 630 of a
communication application is output to the display unit 201e.
The execution screen 630 is output along with the guide
screen 620, and the path-guiding continues to be performed.

The user can communicate with the user of the external
terminal that is connected while the path-guiding function is
performed. In this case, the voice is input and output through
the image display apparatus 200.

The extraction unit extracts the location information from
the data that is input and output through the image display
apparatus 200 in a state where the communication mode is
activated,

Referring to FIG. 12A(c), the controller 212 controls the
display unit 201e in such a manner that in-real-time location
information 510’ that is extracted from the data that occurs in
the communication mode is output. For example, a second
pop-up window 502 is output to the display unit 201e in a
manner that is superimposed onto the guide screen 520, and
the in-real-time location information 510' is displayed on the
second pop-up window 502.

In addition, the graphic image 520 is output together to the
display unit 201e. The graphic image 520 is for displaying the
source from which the in-real-time location information 510’
is extracted, along with the in-real-time location information
510'.

Although not specifically in the drawings, the controller
212 may change the destination point, based on the touch
input that is applied to the in-real-time location information
510' that is output.

Accordingly, the user can perform the function of the
mobile terminal that corresponds to the source of the desti-
nation point through the switch icon while the path-guiding
function is performed and can be provided in real time with
the location information that occurs by performing the func-
tion.

Accordingly, the destination point is easily changed
according to what occurs to the driver while driving the
vehicle.

A control method of providing the in-real-time location
information according to an event that is received in the
mobile terminal while on the move is described referring to
FIGS. 12B(a) to 12B(c).

While the image display apparatus 200 guides the pathina
state where the image display apparatus 200 and the mobile
terminal 100 are connected with each other, when the event

5

10

15

20

25

30

35

40

45

50

55

60

65

38

occurs in the mobile terminal 100, the extraction unit extracts
the in-real-time location information 510' from the data that is
included in the event.

For example, if the mobile terminal 100 receives a mes-
sage, the controller 212 extracts the location information
from the data that is included in the received message. If the
extracted in-real-time location information is present, the
controller 212 controls the display unit 201e in such a manner
that the second pop-up window 502 which includes the in-
real-time location information 510' and the graphic image
520 corresponding to the source of the in-real-time location
information is output. The second pop-up window 502 may
further include an icon for receiving the touch input for
changing the destination point to the in-real-time location
information 510'.

Based on the touch input that is applied to the icon, the
controller 212 changes the destination point to the in-real-
time location information 510'. In addition, a message 503
indicating that the destination point was changed is output to
the display unit 201e.

Accordingly, if the location information that the mobile
terminal receives from the external terminal is present regard-
less of the user’s intention, the image display apparatus
immediately provides the user with that location information
for application as the destination point.

A control method of displaying the in-real-time location
information on the guide screen is described referring to
FIGS. 12C(a) and 12C(b). FIG. 12C(a) is a diagram illustrat-
ing a state where the communication mode for communicat-
ing with the external terminal is activated while the path-
guiding function is performed. The extraction unit extracts
the location information from the voice that is input or output
through the image display apparatus in the communication
mode.

Referring to FIG. 12C(b), the controller 212 controls the
display unit 201e in such a manner that location information
540 extracted in the communication mode is displayed on the
guide screen 620.

For example, if the location information 540 corresponds
to an area that is included in the guide screen 620, the con-
troller 212 displays the location information 540 on the guide
screen 620. In addition, if words from which to infer that a
current location of the user is close to the location informa-
tion, such as “located close to,” “almost there,” and “similar
area,” are included in the voice, the location information 540
is displayed.

In addition, although not illustrated in the drawing, the
location information 540 is changed as the destination point,
based on the user’s control command.

Accordingly, the user can not only communicate with the
other party while the path-guiding function is performed, but
also compare the location information from the other party
with the current location of the user. As a result of the com-
parison, the user can be provided directly with the location
information from the other party.

Referring to FIGS. 12D(a) to 12D(c), a control method is
described in which the location information is provided if the
map image including the location information is received.
The controller 212 controls the display unit 201e in such a
manner that a map image 550 being received is extracted and
is displayed on the second pop-up window 502 that is output
on the guide screen 620.

The second pop-up window 502 includes an icon for select-
ing whether or not the currently-set destination point is
changed to the destination point included in the map image
550.
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Although not illustrated in the drawings, the map image
550 is entirely output to the display unit 201e, based on the
touch input that is applied to the map image 550 included in
the second pop-up window 502 or to the graphic image 520
for displaying the source.

In addition, the controller 212 controls the display unit
201e in such a manner that the guide screen 620 being cur-
rently output to the display unit 201e and the map image 550
are compared with each other and are output.

The controller 212 changes the destination point to the
location information included in the map image 550 accord-
ing to the user’s selection and control the display unit 201e in
such a manner that the message 503 indicating that the des-
tination point was changed is output.

FIGS.13A(a)to 13A(c) and 13B(a) to 13B(c) are diagrams
for describing a control method of outputting the location
information on an event that is received while the path-guid-
ing function is performed.

Referring to FIGS. 13A(a) to 13A(c), the control method of
providing the received event if the path-guiding application
on the mobile terminal 200 is executed. Referring to FIGS.
13A(a) and 13A(b), if the message is received, the controller
180 performs control in such a manner that the message is
display on a status display line on the display unit 151.

At this point, the status display line corresponds to one
region of the display unit 151 for briefly displaying status of
elements for operating the mobile terminal, current informa-
tion, and the received event.

The controller 180 controls the display unit 151 in such a
manner that an icon 731 corresponding to the received event
is displayed on the status display line. Based on the touch
input that is applied to the status display line (for example, the
touch input corresponds to a dragging-type touch input that is
a continuously-applied touch input moving in one direction),
the controller 180 controls the display unit 151 in such a
manner that a status display screen 732 on which each status
information is displayed is output.

While the path-guiding application is performed, the status
display screen 732 is output in a manner that is superimposed
onto the guide screen 620, in which case the status display
screen 732 is output in a translucent manner.

The controller 180 extracts the location information from
pieces of information included in the status display screen
732. For example, the location information included in the
received message is extracted.

If the location information is status information that is
extracted, the controller 180 controls the display unit 151 in
such a manner the location information is displayed on the
status display screen 732. For example, the controller 180
performs control in such a manner that the location informa-
tion included in the received message is output along with an
icon corresponding to the message application.

In addition, the controller 180 controls the display unit 151
in such a manner that an application icon 732 for changing the
location information to the destination point is together dis-
played on the status information including the location infor-
mation. Referring to FIG. 13A(c), because in a case of the
status information alerting the user to an incoming call that
arrived during the user’s absence, the location information
included in the status information is not extracted, the appli-
cation icon 732 is not displayed, but because the location
information is included in the message, the application icon
732 is together output.

Based on the touch input that is applied to the application
732, the controller 180 changes the location information to
the destination point, and outputs the message 503 indicating
that the destination point was changed.
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On the other hand, although not illustrated in the drawings,
while the status display screen 732 is output, when the drag-
ging-type touch input that moves in the opposite direction is
applied to the status display screen 732, the controller 180
controls the display unit 151 in such a manner that the status
display screen 732 disappears.

That is, the controller 180 does not directly output the
location information that is distracted while the path-guiding
function is performed, as the in-real-time location informa-
tion, and provides the location information at a time. Thus, if
the in-real-time location information is not necessary, the
guide screen is provided without any interruption.

In addition, with the mobile terminal, the user can grasp the
event and the location information that is received and
extracted, respectively, while the path-finding function is per-
formed. Thus, if the mobile terminal is used as a path-guiding
apparatus, the convenience of performing a different function
is improved.

Referring to FIGS. 13B(a) to 13B(c), a control method is
described in which if you the user applies a control command
for providing the in-real-time location information, the in-
real-time location information is provided.

Referring to FIGS. 13B(a) and 13B(b), while the path-
guiding function is performed by the image display apparatus
200, at least one event is received in the mobile terminal 100
connected to the image display apparatus 200.

The controller 212 extracts the location information from
the data that is included in the received event. If the location
information is extracted using the event that is received in the
mobile terminal 100, the controller 212 outputs an icon 504'
in a manner that is superimposed onto the guide screen 620.

Referring to FIG. 13B(c), based on the touch input that is
applied to the icon 504', the controller 212 controls the dis-
play unit 201e in such a manner that a third pop-up window
504 is output in real time. The third pop-up window 504
includes the in-real-time location information that is received
by the mobile terminal and a graphic image of the correspond-
ing source.

Although not illustrated in the drawings, based on the
touch input that is applied to the in-real-time location infor-
mation, the controller 212 displays the location on the guide
screen 620 or changes the destination point. In addition, bases
on the touch input that is applied to the graphic image, the
controller 212 displays the source (for example, outputs an
execution screen of the corresponding application).

According to the present embodiment, if the location infor-
mation is received, when the user’s control command is not
present, the location information is not output. Thus, the user
can be provided with the extracted in-real-time location infor-
mation if necessary.

FIGS. 14A(a) to 14A(c) and 14B(a) to 14B(c) are diagrams
for describing a control method of setting the multiple desti-
nation points using the location information.

A control method of designating the multiple pieces of
location information as the destination point and providing
the path is described referring to FIG. 14A(a). The controller
212 controls the display unit 201e in such a manner that the
multiple extracted pieces of location information 510, the
graphic image 520 for displaying the source, and a selection
560 are displayed.

The selection icons 560 are formed to correspond to the
multiple sources, respectively. Based on the touch input that
is applied to the selection icon 560, the user can select the
corresponding location information. Although not illustrated
in the drawings, according to the order in the touch inputs are
applied to the selection icon 560, the controller 212 deter-
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mines the order in which the pieces of location information
are set to be the destination point.

Referring to FIG. 14A(b), the controller 212 controls the
display unit 201e in such a manner that the guide screen 620
including indicators 561 and 562 which indicate the multiple
selected pieces of location information, respectively, is out-
put.

In addition, the controller 212 designates the multiple
selected pieces of location information as the multiple desti-
nation points and generates the path that is based on the
current location of the user.

According to the present embodiment, the multiple
extracted pieces of location information are used and the
multiple destination points are set. Thus, the path is accord-
ingly grasped. Although not illustrated in the drawings, if
based on the control command, the pieces of location infor-
mation that are grouped as similar in category are output
together (refer to FIGS. 11A(a) and 11A(b) and 11B(a) and
11B(b)), the user can be provided with the path for succes-
sively reaching the related pieces of location information.

Referring to FIGS. 14B(a) to 14B(c), a control method is
described in which the in-real-time location information that
is received while the path-guiding for the pre-set destination
point is provided is set to be an additional destination point.

Referring to FIGS. 14B(a) 14B(c), when an event is
received in the mobile terminal, the controller 212 performs
control in such a manner that an icon 633 for receiving the
event is output on the display unit 201. For example, when a
call is received in the mobile terminal 100, the icon 633 is
output to the display unit 201e, and when the touch input is
applied to the icon 633, the communication mode is activated.

The controller 212 performs control in such a manner that
the call received in the mobile terminal 100 is transferred to
the image display apparatus 200 for answering. That is, the
image display apparatus 200 receives or outputs the user’
voice and the other party’s voice.

When the switching to the communication mode is made,
an execution screen of the communication application is out-
put to the display unit 201e. In a state where the communica-
tion mode is activated, the extraction unit extracts the location
information included in voice data.

When the location information is extracted using the voice
data, the controller 212 controls the display unit 201e in such
a manner that the second pop-up window 502 including the
extracted location information is output. In addition, the sec-
ond pop-up window 502 may further include an icon for
receiving the touch input in order to add the extracted location
information as a destination point that is separate from the
pre-set destination point, or to change the destination point.

For example, by applying the control command to the icon,
the user sets the extracted location information to be a desti-
nation point that is to be reached earlier or later than the
destination point.

For example, if words (for example, “first,” “path change,”
and the like) whose meaning relate to the changing of the path
are included in the voice data, the controller 212 provides the
location information for changing the path.

According to the present embodiment, by using the loca-
tion information that is extracted using the received event
while the path-guiding function is performed, the destination
point is changed or added, and the pre-set path is changed.

The foregoing embodiments and advantages are merely
exemplary and are not to be considered as limiting the present
disclosure. The present teachings can be readily applied to
other types of apparatuses. This description is intended to be
illustrative, and not to limit the scope of the claims. Many
alternatives, modifications, and variations will be apparent to
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those skilled in the art. The features, structures, methods, and
other characteristics of the exemplary embodiments
described herein may be combined in various ways to obtain
additional and/or alternative exemplary embodiments.
As the present features may be embodied in several forms
without departing from the characteristics thereof, it should
also be understood that the above-described embodiments are
not limited by any of the details of the foregoing description,
unless otherwise specified, but rather should be considered
broadly within its scope as defined in the appended claims,
and therefore all changes and modifications that fall within
the metes and bounds of the claims, or equivalents of such
metes and bounds are therefore intended to be embraced by
the appended claims.
What is claimed is:
1. A terminal comprising:
a display configured to display information; and
a controller configured to cause the display to:
display a list of candidate destination locations and cor-
responding source indicators for the list of candidate
destination locations in response to execution of a
path-guiding application, wherein each of the source
indicators is related to an application that has been
used to collect a corresponding candidate destination
location;

display guidance information comprising a route to a
first destination location in response to selection of
the first destination location from the list of candidate
destination locations; and

display an executed screen of an application related to a
corresponding source indicator for the first destina-
tion location in response to selection of the corre-
sponding source indicator from the list of candidate
destination locations, wherein the executed screen of
the application comprises the first destination loca-
tion.

2. The terminal of claim 1, wherein the controller is further
configured to cause the display to:

display a switching icon; and

switch between displaying the guidance information and
the executed screen in response to an input to the switch-
ing icon.

3. The terminal of claim 1, further comprising:

a speaker configured to output audio;

wherein the controller is further configured to cause the
speaker to output audio associated with the guidance
information.

4. The terminal of claim 1, wherein the controller is further
configured to cause the display to display the list in an order
based on at least:

a distance to each destination location of the list of candi-

date destination locations;

a most recent time when said each destination location of
the list of candidate destination locations was visited;

a most recent time when information related to each des-
tination location of the list of candidate destination loca-
tions was accessed;

a time when information related to said each destination
location of the list of candidate destination locations was
received; or

an order set by a user.

5. The terminal of claim 1, further comprising a wireless
communication unit, wherein the list of candidate destination
locations is received from an external terminal via the wire-
less communication unit.

6. The terminal of claim 5, wherein the received list of
candidate destination locations is based on information
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extracted from a text, an image, voice audio, or a media file
existing at the external terminal.

7. The terminal of claim 5, wherein the controller is further
configured to receive event information associated with an
event at the external terminal and cause the display to display
an execution screen of the event.

8. The terminal of claim 5, wherein the controller is further
configured to cause the display to display updated location
information related to a second destination location received
from the external terminal via the wireless communication
unit, and wherein the updated location information is gener-
ated from an event occurring at the external terminal.

9. The terminal of claim 8, wherein the controller is further
configured to cause the display to display updated guidance

information comprising a route to the second destination 15

location.

10. The terminal of claim 9, wherein the updated guidance
information comprises a route to the first destination location
and the second destination location successively.

11. The terminal of claim 5, wherein the controller is fur-
ther configured to cause the display to display:

an event icon indicating an occurrence of an event at the

external terminal; and

updated_location information associated with the event in

response to an input selecting the displayed event icon. 25

12. A method of controlling a terminal, the method com-
prising:

displaying, on a display of the terminal, a list of candidate

destination locations and corresponding source indica-

tors for the list of candidate destination locations in 30

response to execution of a path-guiding application,
wherein each of the source indicators is related to an
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application that has been used to collect a corresponding
candidate destination location;

displaying, on the display, guidance information compris-

ing a route to a first destination location in response to
selection of the first destination location from the list of
candidate destination locations; and

displaying, on the display, an executed screen of an appli-

cation related to a corresponding source indicator for the
first destination location in response to selection of the
corresponding source indicator from the list of candidate
destination locations, wherein the executed screen of the
application comprises the first destination location.

13. The method of claim 12, wherein the list of candidate
destination locations is received from an external terminal via
a wireless communication unit of the terminal.

14. The method of claim 13, further comprising:

receiving updated location information related to a second

destination location received from the external terminal,
wherein the updated location information is generated
from an event occurring at the external terminal; and

displaying updated guidance information comprising a

route to the second destination location.

15. The method of claim 13, wherein the received list of
candidate destination locations is based on information
extracted from a text, an image, voice audio, or a media file
existing at the external terminal.

16. The method of claim 13, further comprising:

receiving event information associated with an event at the

terminal; and

displaying an execution screen of the event.
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